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PREFACE 

This vo1ume is the resu1t of two experiments, one evident in 
the theme itself, which is designed to restore the unity of the for­
est enough so that it is no 10nger obscured by the a1beit inviting 
trees of increasing and often uncoordinated published minutiae in 
the fie1ds of artificia1 intelligence (wider than simp1y cybemetics), 
and biosimulation. We humans 1eam about objects best by trying to 
construct them ourse1ves, by building models. But how far can we 
go in this manner if the object we wish to 1eam about is ourse1ves? 
Hence "Man Build Thyself?" might have been a possib1e tit1e for 
this vo1ume. 

The second experimental procedure adopted (unanimous1y sec­
onding a suggestion of the Chairman) is that instead of presenting 
the reader with raw, uncut and often disjointed verba tim discus­
sions, he is here presented with the mature results of those dis­
cussions after the mutual intellectua1 impact of the Symposium. 

Dr. M. P. Schützenberger, though he had accepted the appoint­
ment as symposium editor, was 1ater prevented by other duties from 
performing this task, and the responsibility finally reverted-after 
a11 the papers had been comp1eted-to the present editor as publi­
cations and research director of the sponsoring organization, who 
takes this occasion to express thanks and debt to the wise counse1 
and guidance of the Conference Chairman, Doctor Warren S. McCulloch 
of the Massachusetts Institute of Techno10gy. 

As a result of the procedures adopted, the papers printed in the 
following pages represent and inc1ude a11 the beneficia1 results of 
the encounter, and also the continued individual thinking of the 
contributors as they worked out the final form of their monographs. 
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A joint enterprise such as represented by this volume makes 
one both sensitively aware and keenly appreciative of the ungrudg­
ing time and creative effort bestowed by one's fellow contributors 
on their results. To each of them goes sincere thanks for helping to 
make this book possible amid the pressures of very crowded sched­
ules. 

Finally, the unstinting help-despite a host of petty details and 
hindering circumstances-in preparing a difficult manuscript for the 
printer and seeing it through the press on the part of Mme Christiane 
de Montet and Miss Leah B. Drake is herewith acknowledged. 
Thanks are also due Mr. John Matzka, managing editor of the Ple­
num Press, and to Mr. J. F. O'Connor, editor. 

C. A. Muses 
Lausanne, September, 1962 
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CHAPTER 1 

LEARNING IN A NONDIGIT AL ENVIRONMENT* 

ALEX M. ANDREW 

Machines which simulate animal learning have been described by 
Uttley [13, 14] with his conditional probability computer, Walter 
[16] with his conditioned reflex analogue, and many others includ­
ing Selfridge [12] and Friedberg [5], who have programed digital 
computers to learn. When an attempt was made to apply the princi­
pIes of these machines to process control, it became apparent that 
they were not readily adaptable, because they faH to utilize the 
continuity of their environment. A great many of the things which a 
person or animal can learn to do, particularly in acquiring manual 
skill, are rather like controlling a process. The deficiencies of the 
learning machines as process controllers are therefore also defi­
ciencies if they are regarded as models of certain forms of biologi­
cal learning. It is for this reason they seem worth mentioning in a 
symposium on biosimulation. 

The signals which come from sense-organs are continuously 
variable, so that the raw data on which any form of biological learn­
ing must operate consist of continuously variable quantities. For 
some purposes these continuoussignals are processed to provide 
discrete information. For instance, a driver recognizesthat the traf­
fic lights are red or green, and a dog recognizes the spoken com­
mands "beg" or "sit." The discrete signals resulting from the rec­
ognition process (which may be either learned or innate) are en­
tirelysuitable to provide inputs to a system operating essentially 
like Uttleyls conditional prob ability computer. In fact, one of the 
demonstrations of this machine which is frequently given to visitors 
simulates a dog learning to respond correctly to the commands 
"beg" and "sit. " 

*The author having had a prior commitment, his paper was read by Dr. 
MacKay. 
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2 ALEX M. ANDREW 

In many situations, however, the learning process must take 
account of quantitative information in such a way that continuity 
is utilized. The mere recognition of discrete situations does not 
allow this. As an illustration, consider a person acquiring a well­
known manual skill, namely the ability to ride a bieycle. 

Aperson learning to ride a bicycle learns to turn the handlebars 
to the left if he is falling over to the left, and the appropriate 
amount of turning is a function both of his forward speed and of the 
angle to which he has fallen over. It is inconceivable that a person 
could get into the state of knowing what action to take for aspeed 
of 10 m.p.h. and angle of 8 degrees, and also for 10 m.p.h. and 6 
degrees, and yet have no idea what to do for 10 m.p.h. ami 7 de­
grees. A personls learning is certainly not entirely based on the 
recognition of discrete situations. It is, however, extremely flex­
ible, and could also adapt readily to a discontinuous environment 
in whieh the appropriate action for an angle of 7 degrees was quite 
different from an interpolation between the actions appropriate for 
6 and 8 degrees. 

To see howa learning process could utilize continuity, consider 
what an engineer might do if he wished to make a bicycle-riding 
machine, but was ignorant of the dynamics of cycling. He could 
make a versatile controller to be connected to the bicycle and ad­
justed while actually running. To make it he would probably pro­
ceed in one of two main ways. One would be to let the angle at 
which the handlebars were held be computed as a polynomial: 

d = K + La + Mv + Na 2 + Pv2 + Qav + ... 

where d 1s the angle of the handlebars, a the angle of tilt of the 
bicycle, and v its forward speed. Then the parameters K, L, M, ... 
could be adjusted for steadiest cycle-riding. 

The other method whieh the engineer might use would be to se­
lect a number of pairs of values of a and v, and let a value of d be 
associated with each. Then a value of d for any other pair of values 
of a and v could be determineQ by an interpolation procedure from 
the values stored for the selected pairs. These might, for instance, 
be the 16 obtained by letting a have the values 4, 8, 12, 16 degrees 
for each of the values 5, 10, 15, 20 m.p.h. for v. Then the device 
could be adjusted for optimum performance by adjusting the 16 val­
ues of d associated with these pairs. The points in the phase space 
corresponding to the selected values will be termed "reference 
points. " 



LEARNING IN A NONDIGITAL ENVIRONMENT 3 

For either of these methods it is possible to devise ways of 
making the adjustments automatically, and then the controller be­
comes a type of learning machine. The polynomial type has re­
ceived more attention than the other in the literature. It is related 
to Kalman's [7] system (though in this the coefficients to be adjust­
ed are in a difference equation and not a polynomial). Gabor's [6] 
learning filter does in fact optimize a polynomial expression. In­
tuitively, however, the reference-point method seems more likely 
to approximate learning processes in a person or anima!. 

Neither of these methods has a degree of flexibility approach­
ing that of the brain. At least, they certainly do not if, in the first 
method, the terms to be included in the polynomial are selected in 
advance, or if in the second method the number and positions of 
the reference points are predetermined. The flexibility can be in­
creased enormously by letting the learning process modify the form 

of the polynomial expression as well as find optimal values for par­
ameters, or in the second case by letting the positions of the ref­
erence points be similarly adjustable. 

Some principles which might allow the form of a polynomial ex­
pression to be modified during learning have beensuggested by 
Andrew [1, 2]. lt is assumed that the parameters K, L, M, .•. 
are made to move toward optimal values bysuperimposing fluctua­
tions on their steady values, and attempting to correlate the fluctu­
ations with some measure (termed "hedony, "after Selfridge) of goal­
achievement. If the correlation is positive, the value of the param­
eter is made to increase, or if negative, to decrease. 

Let CLh be a measure of the correlation between fluctuations in 
the parameter Land the hedony h. Suppose CLh is indicated as a 
continuous or "running" value. Then if a significant correlation 
exists between CLh and a (where L is the coefficient of the a term 

in the polynomial) the conclusion can be drawn by the machine that 
the equation for d could profitably include a term in a 2 • Similarly, 
if there is a significant correlation between CLh and b, the equation 
could profitably include a term in ab, and so on. 

lt is also possible to devise criteria by which a machine may 
decide which existing terms in the polynomial areserving no useful 
purpose. A learning machine using the polynomial method may there­
fore incorporate self-organization, since the computing elements 
which are released when a polynomial term is eliminated can be re­
allocated to compute new terms which have been shown to be desir­
able, and to adjust the coefficients of these terms to optimal values. 
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It would be uneconomical to compute continuously all the cor­
relation measures, such as that between rU. and a, which might pos­
sibly be of interest. Instead, "wandering correlators" could be used 
to search randomly for correlations not previously known to exist. 

In the case of the reference-point type of learning machine, it 
should not be difficult to devise procedures whereby new reference 
points would be instituted at points in the phase space at which 
interpolation from previously existing points was not givingsatis­
factory results. Also, reference points could be abandoned if the 
stored information associated with them indicated a control action 
very elose to what might have been arrived at by interpolation from 
other points. Thus the possibility of self-organization exists in 
this case also, as the pattern of reference points is adjusted to 
suit the environment. 

It is interesting to note also that this feature ofself-organiza­
tion can allow the machine to incorporate in its control function 
some signal which was not initially known to be relevant to its 
goal. For instance, in controlling an industrial process, a measure 
of atmospheric pressure might be made available to a learning con­
troller. The controller might be able to incorporate this, advanta­
geously, in its control function, even though there was initially no 
information as to how, if at a11, the process would be affected by 
atmospheric pressure. 

The facility of incorporating new signals in a computation is 
also shown by the machine described by Foulkes [4] for determining 
the statistical structure of a sequence of characters. Foulkes' ma­
chine contains units which compute the conditional probability of 
a 1-digit following a particular n-gram of digits. He incorporates in 
each of these units two further subunits which compute theseparate 
conditional probabilities of a 1-digit following, for the two cases 
in which the n-gram was preceded by a 1-digit and where it was 
preceded by a O-digit. If the probabilities computed by these two 
subunits aresignificantly different, the main unitsplits into two 
new units which collect statistics for the two (n + 1)-grams obtained 
by putting 1 and 0 in front of the previously considered n-gram. 

The computation carried out by the twosubunits in a unit of 
Foulkes'machine is esenstially the estimation of the degree of cor­
relation between the digit preceding the n-gram and thatsucceeding 
it. If the correlation is significant the splitting of the main unit 
constitutes a modification of the machine's prediction function to 
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take account of the preceding digit, which was not previously known 
to be relevant. 

DISCUSSION 

At first sight the learning systems discussed here appear to 
have more in common with self-optimizing 'systems for process con­
trol (Draper and Li [3], Kalman [7], and many others) than with sys­
tems inspired by biological studies (Von Foerster [15], Pask [11], 
Willis [17], and many others). Nevertheless I have ventured to 
introduce these ideas in a symposium on biosiumlation because I 
have myself been intrigued and pleasantly surprised by their versa­
tility, and because they probably have more relevance to biological 
studies than is immediately apparent. 

The two approaches to the study of learning systems are com­
plementary, for although the most interesting simulation of animal 
learning would beone which used a network of neuron-like elements, 
its over-all behavior must have some of the characteristics of the 
learning systems discussed here. The model neurons of Von Foers­
ter can certainly utilize the continuity of the environment, since 
they handle continuous signals; so can the deposited-thread sys­
tems produced by Pask. McCulloch-PiUs [10] neurons are certainly 
capable, in principle, of forming networks which utilize continuity, 
for they can be organized to do anything which can be done by a 
digital computer, inc1uding any arithmetical operation on binary 
numbers. It is, however, doubtful whether a biological growth proc­
ess would organize them to do arithmetic with binary numbers, and 
they seem to be less weIl adapted to a continuous environment than 
neurons dealing with continuous signals. The neurons devised by 
Willis are an extension of the McCulloch-Pitts model and thesame 
considerations apply to them. 

MacKay [8, 9] has suggested learning models containing neuron­
like elements which do not have adefinite threshold of firing, as 
McCulloch-PiUs neurons do, and as Willis neurons do at any in­
stant in time. MacKay considers statistical elements whose proba­
bility of firing in response to a stimulus depends on a stored quan­
tity in the element. A network of MacKay's elements could certainly 
come to handle quantitative information in a way which utilized 
continuity, if the continuous variables were represented by pulse 
frequencies and there were sufficient parallel paths through the net­
work to smooth out statistical fluctuations. 
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It is possible that the approach outlined in tbis paper may be 
relevant to thestudy of the detailed working of the nervous system 
as weH as its over-all behavior. It is possible that each cell of the 
nervoussystem acts as a simple self-optimizing controller to com­
pute an output signal which is a function of its inputs. The idea of 
self-optimization implies a criterion of goodness of control, or he­
dony function. Neurons may be interconnected, not only so that the 
output signal of one can become an input signal of another, but also 
so that the output signal of one can be used in computing the he­
dony function of another. Hence certain neurons can determine the 
goals toward which the activity of others is directed, and a hierar­
chical system is possible. The neurons higher in the system would 
make slower trial-and-error variations in their control policy than 
would the neurons occupying lower positions, whose goals are set 
by the higher neurons. This is because the higher neurons would be 
unable to assess the desirability of a trial variation in their mode 
of action until the lower neurons had had time to adapt to the var­
iation in the goal specification transmitted to them. The goalspec­
ification for the highest neurons in thesystem must be the goal 
which is important to the anima!. 

Control systems with hierarchies ofsubcontroHers working to­
ward goals set them by higher-order controllers have been discussed 
(Andrew [1]), though the idea that this provided a possible model 
for a nervous system only arose duringsubsequent discussion. 

The ideas put forward here have not been related in any detail 
to the observed phenomena of learning in people and animals, but 
their consideration as models of biological learning is justifi~d by 
the readily observed fact that humans and animals do exploit the 
continuity of their environments in certain forms of learning. 
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CHAPTER II 

THE SELF-REPRODUCING SYSTEM* 

W. ROSS ASHBY 

High among the interesting phenomena of organizationshown by life 
is that of reproduction. We are naturally led to ask: How can a sys­
tem reproduce itself? And we go headlong into a semantic trap un­
less we proceed cautiously. In fact, the answer to the question, 
"How does the living organism reproduce itself?" is "It doesn't." 

No organism reproduces itself. The only thing that ever has had 
such a claim made for it was the phoenix, of which we are told that 
there was only one, that it laid just one egg in its life, and that out 
of this egg came itself. What then actua11y happens when ordinary 
living organisms reproduce? We can describe the events withsuf­
ficient accuracy for our purpose here by saying: 

(1) There is a matrix (a womb, a decaying piece of meat, a bac­
teriological culture tube perhaps). 

(2) Into it is introduced a form (an ovum, a fly's egg, a bacter­
ium perhaps). 

(3) A complex dynamic interaction occurs between the two (in 
which the form may be quite lost). 

(4) Eventually the process generates more forms, somewhat 
like the original one. 

In this process we must notice the fundamental part played by 
the matrix. There is no question here of the ovum reproducing itself. 
What wesee is the interaction between onesmall part of the whole 
and the remainder of the whole. Thus the outcome is a function of 
the interaction between two ·systems. Thesame is true of other 
forms. The bacterium needs a surrounding matrix which willsupply 

*The work on which this paper is based was supported by the Office of 
Naval Research, Contract N 62558-2404. 
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10 W. ROSS ASHBY 

oxygen and food and accept the excretion of CO 2 , etc. An interac­
tion between the two then occurs such that forms somewhat resem­
bling the initial bacterium eventually appear. 

So, before we start to consider the question of the self-repro­
ducing system we must recognize that no organism isself-reproduc­
ing. Further, we would do weIl to appreciate that Rosen [2) has re­
cently shown that the idea of a self-reproducing automaton is log­
ically self-contradictory. He uses an argument formally identical 
with that used by me [1) to show that a self-organizing system is, 
strictly, impossible. In each case the idea of a self-acting machine 
implies that a mapping must be able to aIter itself-i.e., that it is 
within its own domain. Mathematies and logie can do nothing with 
such a concept. It is in thesame class as the fantasy that can see 
a man getting behind himself and pushing himself along. 

I make these remarks, not in order to confuse or to obstruct, but 
simply to make sure, by clearing awaysources of confusion, that we 
do really find the right approach to our topic. Though the adjective 
"self-reproducing" is highly objectionable semantically and log i­
cally, it does of course refer to a highly interesting process that 
we know weIl, even if we sometimes use inappropriate words to 
describe it. 

I propose, then, to consider the question re-formulated thus: 
A given system is such that, if there occurs within it a certain 

form (or property or pattern or recognizable quality generally), then 
adynamie process occurs, involving the whole system, ofsuch a 
nature that eventually we can recognize, in the system, further 
forms (or properties or patterns or qualities) closely similar to the 
original. 

I ask what we can say about such systems. 

CAN A MACHINE DO IT? 

Having got the question into its proper form, we can now turn 
to the question whether a machine can possibly beself-reproducing. 
In a sense the question is pointless, because we know today that 
all questions of the type "Can a machine do it?" are to be answered 
"Yes." N evertheless, as we are considering self-reproduction, a 
good deal more remains to be said in regard to the more practical 
details of the process. Our question then is: Does there exist a 
mechanism such that it acts like the matrix mentioned, in that, given 
a "form," the two together lead eventually to the production of other 
forms resembling the first? 
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I propose to answer the question largely by a display of actual 
examples, leaving the examples to speak for themselves. 

The first example I would like to give is a formal demonstration 
in computer-like termsshowing the possibility. Let us suppose a 
computer has only ten stores, numbered 0 to 9, each containing a 
two-digit decimal number,such as 72, 50, 07, or perhaps 00. The 
"laws" of this little world are as fo11ows: Suppose it has just acted 
on store S-l. It moves tostore S, takes the two digits in it, a and 
b say, multiplies them together, adds on 5 and the store-number S, 
takes the right-hand digit of the result, csay, and then writes the 
original two digits, a and b, intostore c. It then moves on to the 
next store and repeats the process; and so on indefinitely. 

At first sight, this "law" might seem to give just a muddle of 
numbers. At store No. 3say, with 17 in the store, it multiplies to­
gether 1 and 7, adds 5 to the product, getting 12, adds fhe store 
number 3, getting 15, takes the right-hand digit, getting 5, and puts 
17 intostore 5. It then goes on to its nextstore, which is No. 4. 
Thereseems to be little remarkable in this process. On the other 
hand, a 28 in astore has a peculiar property. Suppose it is in store 
7. 2 x 8 = 16, 16 + 5 = 21, 21 + 7 = 28, 28 gives 8, so 28 goes into 
store 8. When we work out the nextstep we find that 28 goes again 
into store 9, and so on intostore after store. Thus, Ol1ce a 28 turns 
up in the store it spreads until it inhabits a11 the stores. Thus the 
machine, with its program, is adynamie matrix such that, if a "28" 
gets into it, the mutual interaction will lead to the production of 
more 28's. In this matrix, the 28 can be said to be self-reproducing. 

The example just given is a formal demonstration of a process 
that meets the definition, but we can easily find examples that are 
more commonplace and more like what we find in the real world. 
Suppose, for in~tance, we have a number of nearly assembledscrew 
drivers that lack only one screw for their completion. We also have 
many of the necessary screws. If now asingle complete screw driv­
er is provided, it can proceed to make more screw drivers. Thus we 
have again the basic situation of the matrix in which if one form 
issupplied a process is generated that results in the production of 
other examples of the same form. 

On this example, the reader may object that a great deal of pre­
fabrication has been postulated. This is true, of course, but it does 
not invalidate the argument, because the amount of prefabrication 
that occurs can vary over the widest limits without becoming atyp­
ical; and some prefabrication has to be a11owed. After a11, the liv-
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ing things that reproduce do not start as a gaseous mixture of raw 
elements. 

(The same scale of "degrees of prefabrication" sometimes con­
fuses the issue when a model maker claims that he has "made it a11 
hirnself. " This phrase cannot be taken in any absolute sense. If it 
were to be taken litera1ly, the model maker would first have to make 
a11 the screws that he used, but before that he must have made the 
metal rods from which the screws were produced, then he must have 
found the ores out of which the metal was made, andso on. As there 
is practica11y no limit to this going backward, the rule that a model 
maker "must make it a11 hirnself" must be accompanied bysome es­
·sentia11y arbitrary line ·stating how much prefabrication is a1lowed.) 

The two examples givenso far showed only reproduction at one 
step. Living organisms repeat reproduction: fathers breed sons, who 
breed grandsons, who breed great-grandsons, andso on. This pos­
sibility of extended reproductionsimply depends on the ·scale of the 
matrix. It can be present or absent without appreciably affecting the 
fundamentals of the process. 

FURTHER EXAMPLES 

The subject of self-reproduction is usually discussed on far too 
restricted a basis of facts. These tend to be on the one handsimply 
the living organisms, and on the other hand machines of the most 
rudimentary type, such as the watch and the motor car. In order to 
give our consideration more range, let us consider some further ex­
amples. Those I give below will be found to be sometimes unortho­
dox but every one of them, I claim, does accord with the basic def­
inition-that the bringing together of the first form and matrix leads 
to the production of later forms similar to the first. 

Example 3. A factory cannot start producing because the power 
is not switched on. The only thing that can switch the power on is 
a spanner (wrench) of a certain type. The factory·s job is to pro­
duce spanners of that type. 

Example 4. A machine that vibrates very heavily when it is 
switched on can be started by a switch that is very easily thrown 
on by vibration. Such a system, if at rest and then given a heavy 

. vibration, is liable to go on producing further heavy vibrations. 
Thus the form "vibration," in this matrix, is self-reproducing. 

Example 5. Two count ries, A and B, were at war. B discovered 
that country A was a dictatorship so intense that every document 
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bearing the dictator's initials (X. Y. Z.) had to be obeyed. Country 
B took advantage of this and ruined A 's administration by bombing 
A with pieces of paper bearing the message: "Make ten copies of 
this sheet, with the initials, and send to your associates. X. Y.Z." 
In such a matrix, such a form is self-reproducing. 

Example 6. A number of chameleons are watching one another, 
each affected by the colors it sees around it. Should one chameleon 
go dark it will increase the prob ability of "d~rkness" appearing 
around it. In this matrix, the property "darkness" tends to be self­
reproducing. 

Example 7. In a computer, if the order 0101010 should mean 
"type 0101010 into five other stores taken at random," then in this 
matrix the form 0101010 is self-reproducing. 

Example 8. A computer has single digit decimal numbers in its 
various stores. It is programed so that it picks out a pair of num­
bers at random, multiplies them together, and puts the right-hand 
digit into the first store. In this condition, as any zero forces an­
other zero to be stored, the zero is self-reproducing. 

Example 9. Around any unstable equilibrium, any unit of devia­
tion is apt to be self-reproducing as the trajectory moves further 
and further away from the point of unstable equilibrium. Thus, if a 
river in a flat valley happens to be straight, the occurrence of one 
meander tends to lead to the production of yet other meanders. Thus 
in this matrix the form "meander" is self-reproducing. 

Example 10. A similar example occurs when a ripple occurs in 
a soft roadway. Under the repeated impact of wheels, the appearance 
of one tends to lead to the appearance of others. In this matrix, 
"ripple" isself-reproducing. 

Example 11. (Due to Dr. Beurle) A cow prefers to tread down 
into a hole rather than up onto aridge. So, if cows go along a path 
repeatedly, a hollow at one point tends to be followed by excessive 
wear at one cow's pace further on, and thus by a second hollow. 
And this tends to be followed by yet another at one pace furt her on. 
Thus, in this matrix, "hollow" is self-reproducing. 

Example 12. Well known in chemistry is the phenomenon of 
"autocatalysis." In this class is the dissociation of ethyl acetate 
(in water) into acetic acid and alcohol. Here, of course, the disso­
ciation is occurring steadily in any case, but the first dissociation 
that produces the acid increases the rate of the later dissociations. 
So, in this matrix, the appearance of one molecule of acetic acid 
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tends to encourage the appearance of furt her molecules of the same 
type. 

Example 13. In the previous example the form has been a mate­
rial entity, but the form may equally well be a pattern. All that is 
necessary is that the entity, whatever it is, shall be unambiguously 
recognizable. In a supersaturated solution, for instance, the molec­
ular arrangement that one calls "crystalline" isself-reproducing, 
in the sense that in this matrix, the introduction of one crystalline 
form leads to the production of further similar forms. 

Example 14. With a community of sufficiently credulous type 
as matrix, the introduction of one "chain letter" is likely to lead to 
the production of further such forms. 

Example 15. In another community ofsuitable type as matrix, 
one person taking up a particular hobby (as form) is likely to be 
followed by the hobby being taken up by other people. 

Example 16. Finally, I can mention the fact that the occurrence 
of one yawn is likely to be followed by further occurrences of sim­
ilar forms. In this matrix, the form "yawn" isself-reproducing. 

REPRODUCTION AS A SPECIALIZED ADAPTATION 

After these examples we can now approach thesubject more 
realistically. To see more clearly how special this process of repro­
duction is, we should appreciate that reproduction is notsomething 
that belongs to livirtg organisms bysome miraculous linkage, but is 
simply aspecialized means of adaptation of aspecialized class of 
disturbances. The point is that the terrestrial environments that or­
ganisms have faced since the dawn of creation have certain spe­
cialized properties that are not easily noticed until one contrasts 
them with the completely nonspecialized processes that can exist 
inside a computer. Chief among these terrestrial properties is the 
extremely common rule that if two things are far apart they tend 
to have practically no effect on one another. Doubtless there are 
exceptions, but this rule holds over the majority of events. What 
this means is that when disturbances or dangers come to an organ­
ism, they tend to strike locally. Perhaps the clearest example would 
be seen if the earth had no atmosphere so that the organisms on it 
weresubject to a continuous rain ofsmall shotlike particles travel­
ing at very high speeds. Under such a rain the threat by each parti­
cle is local,so that a living form much increases its chance of sur­
vival if replicates of the form are made and dispersed. The rule of 
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course is of extremely wide applicability. Banks that may have a fire 
at one place make copies of their records and disperse them. If a 
computing machine were liable to sudden faults occurring at random 
places, there would be advantage in copying off important numbers 
at variousstages in the calculationso as to have dispersed repli­
cates. Thus, the process of reproductionshould be seen in its prop­
er relation to other complex dynamic processes assimply aspe­
cialized form of adaptation against aspecial dass of disturbances. 
It is all that and not hing more. Should the disturbances not be local­
ized there is no advantage in reproduction. Suppose, for instance, 
that the only threat to aspecies was the arrival of a new virus, that 
was either overwhelmingly lethai or merelyslightly disturbing. Un­
der such conditions thespecies would gain nothing by having many 
distinct individuals. Thesame phenomenon can be seen in industry. 
If an industry is affected by economic circumstances or by new 
laws,so that either all the companies in it survive, or all fail, then 
there is no advantage in the multiplicity of companies; a monopoly 
can be as weIl adapted as a multiplicity ofsmall companies. 

FUNDAMENTAL THEORY 

After this 'survey we have at least reached a point where we can 
see "reproduction" in its proper nature in relation to the logic of 
mechanism. Wesee it simply as an adaptation to a particular dass 
of disturbances. This means that it is at oncesubject to the theo­
retical formulations that Sommerhoff [3] has displayed so decisive­
ly. The fact that it is an adaptation means that we are dealing es­
sentially with an invariant of some dynamic process. This means 
that we can get a new start, appropriate to the new logic of mechan­
ism, that will on the one hand display its inner logic dearly, and on 
the other hand state the process in a form ready to be taken over by 
machine programing or in any related process. We start then with the 
fundamental concept that the dynamic process is properly defined 
by first naming theset S of states of thesystem and then the map­
ping I of that set into itself which corresponds to the dynamic drive 
of thesystem. Reproduetion is then one 01 the invariants that holds 
over the compound 01 this system and a set 01 disturbanees that aet 
loeally. If then I issuch thatsome parts within the whole are af­
fected individually, "reproduction" issimply a process by which 
these parts are invariant under the change-inducing actions of the 
dynamic drive I. 
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It must be emphasized that reproduction, though seeming a sharp­
ly defined process in living organisms, is rea11y a concept of such 
generality that precise definition is necessary in a11 cases if it is 
to be clear what we are speaking of. Thus, in a sense every state 
of equilibrium reproduces itself; for if f(x) = x, then the processes f 
of the machine so act on x that at a moment later we have x again. 
This is exact1y the case of the phoenix. It is also "self-reproduc­
tion" of a type so basic as to be uninteresting, but this is merely 
the beginning. It serves as a warning to remind us that processes 
of self-reproduction can occur, in generalized dynamic systems, in 
generalized forms that far exceed in variety and conceptual content 
anything seen in the biological world. Because they are nonbiologi­
cal the biologist will hesitate to call them reproducing, but the logi­
cian, having given the definition and being forced to stick to it, can 
find no reason for denying the title to them. What we have in general 
is a set of parts, over some few of which a property P is indentifi­
able. This property P, if the concept is to be useful, must be mean­
ingful at various places over the system. Then we show that "self­
reproduction of P" holds in this system if along any trajectory the 
occurrence of P is followed, at the states later in the trajectory, 
by their having larger values for the variable "number of pIS pres­
ent. " 

It should be noted that because self-reproduction is an adapta­
tion, which demands (as Sommerhoff has shown) a relation between 
organism and environment, and because the property P must be 
countable in its occurrences over the system, we must be dealing 
with a system that is seen as composed of parts. I mention this be­
cause an important new development in the study of dynamics con­
sists of treating systems actually as a whole, the parts being no­
where considered. This new approach cannot be used in the study 
of reproduction because, as I have just said, the concept of repro­
duction demands that we consider the system as composed of parts. 

The new point of view which sees reproduction simply as 
a property that may hold over a trajectory at once shows the prop­
er position of an interesting extension of the concept. Repro­
duction, as I said, is a form of invariant. In general, invariants are 
either astate of equilibrium or a cycle. So far, we have considered 
only the equilibria, but an equally important consideration is the 
cycle. Here we reach the ca se that would have to be described by 
saying that Areproduces B, then B reproduces C, and then C repro-
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duces A. Such a cyc1e is of course extremely common in the biolog­
ical world. Not only are there the quite complicated cyc1es of forms 
through the egg, pupa, imago, andso on that the insects go through, 
there is of course also thesimple fact that human reproduction it­
self goes regularly round the cyc1e: ovum, infant, child, adult, ovum, 
andso on. 

A further clarification of the theory of thesubject can be made. 
Let us define "reproduction" as occurring when the occurrence of a 
property increases the prob ability that that property will again occur 
elsewhere; this of course is positive reproduction. We can just as 
easily consider "negative" reproduction, when the occurrence of a 
property decreases the probability that the property will occur else­
where. Examples of this do not appear to be common. We can of 
course at once invent such asystem on a general-purpose computer; 
such "negative reproduction" would occur if,say, the instruction 
00000 were to mean "replace all zeroes by ones." I have foundso 
far only one example in real ·systems-namely, if, under electro­
deposition, a whisker of metal grows toward the electrode, the 
chance of another whisker growing nearby is diminished. Thus 
"whiskers" have a negative net reproduction. 

This observation gives us a c1ear lead on the question: Will 
self-reproducing forms be common or rare in large dynamic·systems? 
The negative1yself-reproducing forms c1early have little tendency 
to be obtrusive-they are automaticallyself-eliminating. Quite other­
wise is it with the positivelyself-reproducing forms; for now, if the 
system contains asingle form that is positive1y ·self-reproducing, 
that form will press forward toward fuH occupation of thesystern. 

Suppose now we make the natural assumption that the larger the 
system, if assembled partly at random, the larger will be the number 
of forms possible within it. Add to this the fact that if any one is 
self-reproducing, thenself-reproducing forms will fill thesystem, 
and wesee that there is good reason tosupport thestatement that 
a11 sufficiently 1arge systems will become filfed with self-reproduc­
ing forms. 

This fact may weH dominate the design of largeself-organizing 
·systems, forcing the designer to devote much attention to the ques­
tion: "Whatself-reproducing forms are likely to develop in mysys­
tem?" just as designers of dynamicsystems today have to devote 
much. attention to the prevention ofsimple instabilities. 
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SUMMARY 

Reproduction has, in the past, usually been thought of as ex­
clusively biologieal, and as requiring very special conditions for 
its achievement. The truth is quite otherwise: it is a phenomenon 
of the widest range, tending to occur in all dynamic systems, if suf­
ficiently complex. 

The brain may well use this tendency (for self-reproducing forms 
to occur) as part of its normal higher processes. The designer of 
large self-organizing systems will encounter the property as a major 
factor, as soon as he designs systems that are really large and self­
organizing. 
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CHAPTER III 

STORAGE AND MANIPULATION 

OF INFORMATION IN RANDOM NETWORKS 

R. L. BEURLE 

1. INTRODUCTION 

Innumerable questions can be asked in relation to the brain. How 
does it work? Howshould a "thinking machine" work? How is it 
that there is in the uni verse the consistency which makes a "think­
ing machine" possible? 

A line of thought that might lead to an answer to the first ques­
tion was suggested insome earlier papers. The idea was to use our 
knowledge of corticalstructure and of the properties of cortical ma­
terial to derive a picture of the nature of corporate activity which 
could exist in a network of neuron cells, and to relate this to known 
behavior patterns. The model buHt up in this way was a bare frame­
work, illustrating in principle that some important features of be­
havior could arise out of neuron networks having a large random 
factor in their structure. 

The purpose of the present paper is to carry this idea a Httle 
further, and tosuggest how various wider issues may fall into pI ace 
in relation to the framework of the original model. Among the most 
important of these are the growth of the functional organization with­
in the mass of cells and the logical structure of this organization. 
This logicalstructure links anatomy and physiology with the psy­
chology of learning and behavior, and ultimately becomes much more 
important than the more topologicalstructure of the cell mass. 

2. THE BASIC CONCEPT 

The concept on which this paper is based 1S the outcome of a 
number of earlier papers on the subject [1-31 and is illustrated in 
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Fig. 1. This shows, in diagrammatic form, the functional relation­
ships between the various parts of a deliberately simple hypotheti­
cal organism. The he art of the matter is the cell mass. In the earlier 
papers the cell mass was described as a hypothetical cell network 
based as closely as possible on the known structure of the cortex 
and on the properties of cortical neurons. Where the meager nature 

of the empirical data on the interaction between cortical cells made 
the arbitrary assumption of some property unavoidable, care was 
taken to assurne only biologically likely properties for these cells. 

The cell mass is assumed to be randomly connected, but no vir­
tue is made of this assumption other than that it is biologically 
plausible. The networks requiring the minimum of information to be 
carried by the chromosomes are, on the one hand, those having a 
high degree of regular order and, on the other hand, those having no 
order, i.e., randomly connected networks. There is no evidence of 
a high degree of order, and it therefore seems reasonable to postu­
late a random network. It should be pointed out that randomness of 
connection is not an essential condition for this network toshow 
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the behavior discussed in what follows. The striking fact is that 
the network should be able to show such behavior in spite of its 
random connections. 

Arising out of the cell properties of the individual cells, the 
mass of cells has certain bulk properties which allow it, in con­
junction with the other elements portrayed in Fig. 1, to exhibit both 
goal-seeking behavior, and the ability to form associations. The 
most important bulk property is that the mass can be modified slight­
ly, by any form of activity passing through it, in such a way that 
activity of that particular form or any similar form is favored in the 
future [1, 3]. 

It will be seen that there is a closed loop leading from the out­
side world through the input organs (and theshort-term memory), to 
the cell mass, and thence to the output organs and the outside world. 
Goal seeking arises from the relationship in Fig. 1 between this 
loop and the subsidiary loop which embodies the "discriminator lf 

and controls the activity in the main loop by excitation or inhibition 
according to predetermined characteristics of this discriminator. It 
is thus the reaction of the discriminator, corresponding to pleasure 
and pain in areal organism, which makes certain that the only mo­
tor responses permitted to continue are those which elicit a re ac­
tion from the outside world which is defined as satisfactory. 

Until thissteady state has been reached, the discriminators 
provide an output which permutes the excitation to the cell mass, 
thus providing a form of goal-seeking behavior which continues un­
til some steady state has been found. It is the activity continually 
propagating through the cell mass when a satisfactorysteadystate 
has been reached, that builds up a path of low attenuation which 
makes certain that this particular activity will be more likely to 
occur in the future as a response to the same initial stimulus. The 
short-term memory is often an essential link in the chain as a means 
of preserving the initial stimulus while this goal~seeking operation 
is in progress. 

In considering the first steps of goal-seeking behavior, we im­
mediately come up against the importance of learning, as a factor 
determining the structure of the functional organization which is 
superimposed on the network. Tostart with we have a featureless 
mass of cells, the connectivity of which bears no relation to the in­
coming information or its meaning. It is only with the first attempts 
at interacting with the outside world, via the intermediary of the 
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sensory input organs and the motor output organs portrayed sche­
matically in Fig. 1, that a skeleton organization is gradually and 
laboriously built up. The form of this skeleton organization will 
color all subsequent interaction with the world in any similar cir­
cumstances, and will thus to some extent predetermine the final 
structure. In learning under tuition it is the tutor who, acting via 
the discriminators, provides the necessary reinforcement or suppres­
sion by encouraging or discouraging and rewarding or punishing. 
Thus tuition will also play a very important part in shaping this 
logical structure. 

After the first few steps in goal-seeking learning, association 
becomes important. This arises out of bulk properties of the mass 
similar to those that made trial-and-error learning possible. This 
may be summarized by saying that, as a result of activity, the mass 
becomes modified so that activity of a similar form is favored in 
the future. The fact that similar activity is favored, even though it 
is not identical, not only allows some latitude in the form of the 
stimulus from one occasion to another, but actually provides a means 
whereby one stimulus can become associated with another, and 
whereby a response can be transferred from the one stimulus to an­
other [3]. Association within the cell mass takes place as a result 
of interaction between the activity initiated by two simultaneous 
stimuli and the mass itself. If one stimulus already has a well-es­
tablished response, and if a second stimulus occurs frequently in 
association with the first, the cell mass becomes modified in a 
characteristic manner as a result of theirsimultaneous occurrence. 
This modification of the mass (or "memory trace") can build up to a 
point where the second stimulus occurring in isolation will tend to 
regenerate activity within the mass, which bears a elose similarity 
to the surge of activity which normally follows the first stimulus 
and is the internal representation of that stimulus. Eventually, when 
it becomes strong enough, this will initiate the response which pre­
viously followed the first stimulus, thus providing a basis for the 
conditioned response and the other familiar features of association. 

Association thus provides a means of building up rapidlyon the 
skeleton structure formed during the initial steps of trial-and-error 
goal seeking. From this point of view the coexistence of the two 
effects in one cell mass could be important. It has been pointed out 
elsewhere [2,3] that a short-term memory may arise through rever­
beratory circuits forming within a random mass. This is of interest 



INFORMATION IN RANDOM NETWORKS 23 

because a short-term memory, introduced between the input organ 
and the cell mass, makes possible the recording and regeneration 
of associations based on isolated incidents. These incidents may 
be temporarily stored in the short-term memory, and information re­
garding them may be fed continuously into the cell mass for as long 
as is necessary to establish a permanent memory trace. 

A second aspect of association is introduced by any means 
which allows circulation of information within the cell mass, or 
which imposes a delay in an information path. The return path illus­
trated diagrammatically by the bundle of fibers above the cell mass 
in Fig. 1 is an example. Any such return path permits sequential 
associations to be established between events separated in time. 
These associations are formed in the same way as associations be­
tween simultaneous events, the time difference being accounted for 
by the delay in traveling round the return path. 

To quote a simple example which has been given previously, 
let us assurne that aseries of events A, B, C, D, etc., occur in the 
outside world. Then activity caused by A, delayed by ashort time, 
will record its simultaneous presence with activity caused by B. 
This gives a memory trace of the form "B follows A" which, when 
it has grown sufficiently strong, enables activity generated by A 
on some future occasion to cause the regeneration of the activity 
which is the internal representation of B. This regeneration can 
continue, so that we may have the internal representations of the 
whole sequence of events A, B, C, D, etc., following each other as 
though the events were actually occurring in the outside world. Here 
it is interesting to note that, by means of temporary storage in the 
short-term memory, associations can be formed between separate 
important incidents, and the mere uneventful passage of time in be­
tween can be ignored. This gives us the familiar "telescoping" of 
time in the recall.of aseries of incidents. For this to occur presup­
poses some mental control of the recording of events in the short­
term memory (see Fig. 1), but this needs no justification. 

We can thus have two different modes for the recall of events 
separated in time. Short sequences may be recalled as a continuous 
picture, while more widely separated incidents, each of which may 
itself comprise a shortsequence of events, may be pieced together 
by association leaving imperceptible gaps where perhaps long strings 
of unimportant details have been ignored. This "editing" of excerpts 
happens so smoothly and subtly that we hardly realize it is taking 
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pI ace. We do not normally have anything to check it against, for it 
is itself the memory against which we normally check details of the 
past. Nor does it seem curious to us that much should be left out, 
for this is the only form in which we have ever been able to recall 
long sequences of incidents, and to think about them. It is only by 
trying to recall every detail of an experience and then reliving it in 
detail, as for example in watching a film for a second time, that we 
can realize how much is normally omitted in memorizing a longse­
quence. 

Another interesting point arising out of this is that whereas one 
would expect short sequences to replay in the forward direction, 
there is no reason why separate incidents, which have been stored 
in the short-term memory and have subsequently been associated, 
should not be recalledin either forward or backward sequence. This 
accords with common experience. If one recalls, say, putting a coin 
into a slot machine, there is generally no question that one has in­
serted the coin rather than extracted it. If, however, one wishes to 
jump from that incident to another, neighboring in time, it is usual­
ly as easy to go backwards as it is to go forwards. It is as easy 
to recall walking to the slot machine as it is to recall receiving 
the chocolate, or cigarette, or whatever it may be. 

The recall of a sequence of events or aseries of incidents gives 
us retrospection. An even more important aspect of the association 
of sequential events is that the same basic mechanism can give us 
speculation. Speculation involves the recall of events in a most 
probable sequence which may not correspond in its entirety to any 
particular sequence of events that has occurred in the past. In a 
most probable sequence, each event is followed by the event that 
has most frequently followed it in past experience, and this, by its 
very nature, is a train of thought about the future. This provides 
a more powerful method than the simple conditioned response of 
eliminating the wastage involved in trial-and-error learning. A slight 
elaboration of this process can take into account not only the prob­
abilities of pairs of events, but also more widely separate transi­
tion probabilities. 

It will be evident that for such thought processes to have pre­
dictive value, they too must be subject to some form of mental con­
tral. The survival value of the ability to generate speculative trains 
of thought is obvious, but it is not sufficient to piece together one 
such sequence. In order to decide on a course of action it is neces-
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sary to follow out the consequences of several alternatives. More­
over it will often happen that the most probable link at some point 
in the chain will have a probability only marginally higher than 
other possibilities. The introduction of a randomizing influence 
would allow somewhat less than most probable sequences to be in­
troduced, with a probability proportional to their frequency of occur­
rence as measured by past experience. The less probable these­
quence, the less likely it is that it will be useful to examine it, and 
it is only in dreams that we normallysee grossly improbablese­
quences regenerated. Normally the regeneration of suchsequences 
will be under the control of the brain itself, and at least apart of 
this autocontrol will be a learned aptitude. It is to symbolize this 
that autocontrol paths have been shown in Fig. 1 returning from the 
output region back to the cell mass itself. 

Elaboration of the Basic Coneept 
We are now beginning to see that the illustration of Fig. 1 is far 

too simple to be a complete model of the complex functions of the 
human brain. Such a system would only deal effectively with the 
simplest of situations. We have already added various control links 
which allow the cell mass to regulate and corttrol its own reactions, 
but there is another way of increasing the complexity of interaction 
without affecting in principle anything that has been said al ready • 
That is to have more than one cell mass, the several being con­
nected together so that each serves a different purpose. 

O.W. 

Fig.2 
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For example, the discriminators of Fig. 1 may themselves be 
cell mass units capable ofsome adaptation (see Fig. 2). Another 
possibility is that one mass may be largely concerned with motor 
outputs, and another with control (see Fig. 3). The latter would 
"play the tunes" on the former. Then again, asecond cell mass 
might be so arranged as to take as its input the activity in the out­
put region of the original mass and would thus be able to take ac­
count of more abstract parameters in the environment (Fig. 4). The 
possibilities are endless, but one comes to a point where it is no 
longer fruitful to postulate more and more complex mechanisms with­
out further reference to the biologicalsystem one is trying tosimu­
late. For this reason it is not intended to follow the question of 
elaboration any furt her at present. 

To summarize the main features of the model, we maysay that 
it shows how various aspects of goalseeking, association, and 
short-term and long-term memory can arise largely out of random 
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connected networks. The growth of goal seeking and association 
within the same network plays an essential part in the development 

of both. Thesame is true of the juxtaposition of short-term memory 
and long-term memory. The former makes the latter practical, and 
the latter makes it possible to give meaning to the "scrambled" 
output of a short-term memory arising in a random network. It could 
be that in the brain the two might be even more closely related than 
in the model of Fig. 1; the reverberatory circuits of the short-term 
memory could arise within the same mass of cells that provides the 
long-term memory. However, Fig. 1 has been drawn as it is primarily 
to illustrate a logical relationship between the two; it is interesting 
to note that a similar diagram has been drawn by Broadbent [4] to 
illustrate conclusions drawn from behavioral observations. 

3. THE ORGANIZATION OF THE CELL MASS 

AS PART OF A BRAIN 

The picture we have now built up is one of a basic "thinking 
material." This is a material which to begin with is logically'form­
less and structureless, but which, given the opportunity to interact 
with the outside world, can build up within itself a replica of cer­
tain aspects of the outside world, namely those aspects related to 
well-being and needs and desires of the organism of which the ma­
terial forms the adaptable part. 

Does the adaptable part of the central nervous system actually 
work like this? We have not sufficient evidence to tell yet, but it is 
instructive to follow out the implications of the assumption that it 
does. We can then see how the functional organization might be ex­
pected to develop with experience, and we can see whether this is 
sufficiently plausible to support the assumption we have made. 
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The First Stages Of Learning - Self-Aligning Filters 
The flow of information from the outside world through the sen­

sory receptors must, at first, be completely meaningless. By ex­
periencing this over aperiod and, in particular, by exploratory in­
teraction with the world, certain features of the information flow 
gradually take on a meaning in terms of the action which appears 
to be called for. The physical change corresponds to the gradual 
development of an informatioh-filtering action within the material. 
The material has, in effect, the ability to form a multitude of seIf­
aligning filters which respond to familiar Gestalten. When major 
features are familiar, activity will occur readily within the mate­
rial; when little is familiar, the opposite will be true. The question 
of some stabilizing influence has already been discussed. Famil­
iarity and surprise find a direct parallel in the degree of inhibition 
or excitation required to maintain a given level of activity. Recog­
nition is simply the reaction of the material together with its or­
ganism to something familiar. 

Learning, in the earlystages, involves a randomizing process 
which allows a continual modification of the filtering action until 
an appropriate response has been found. The selectivity of the fil­
ter then increases furt her and furt her, but only as long as the result 
is beneficial to the organism. Learning in laterstages consists 
rather of the use of association to assist selection, from an exist­
ing set of filters, of the one that gives the best results, and of the 
adaptation of this filter to the purpose in hand. Thus, the filter 
structure established in the earlystages plays an important part in 
determining the whole approach to new problems and places certain 
constraints on the choice of trial 'solutions, and it therefore influ­
ences the subsequent growth of the structure. The responses which 
act through the control fibers, shown in Fig. 1, to control the activ­
ity in various regions are probably among the most important in this 
respect. An autocontrol responsestructure will grow up concerned, 
for example, with the control and direction of attention, of interest 
and perseverance, and of contemplative processes. There is no 
doubt that these will constitute an important factor in predetermin­
ing the attitude to new problems. 

Abstraction 
When the growth of an operational structure in the material is 

viewed in this way, it seems only natural that the filters estab-
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lished to begin with will res pond to a broad cross section of the 
environment. The stabilizing influence, which formed an essen­
tial part of the original model, impose an economy of the activity so 
that there is a tendency for activity corresponding to irrelevant 
background to be eliminated in the course of time. Thus, with ex­
perience, the filters gradually become modified to separate the 
relevant from the irrelevant with increasing efficiency. Eventually, 
particularly und er the influence of education, language, and so­
ciety, highly selective filters will become established which ab­
stract particular objects or details which are of importance. Even 
then the response will in effect still be a Gestalt response in that 
a detail of the environment which calls for one response in one set 
of circumstances may call for a completely different response on 
another occasion. 

The ability to concentrate on the important details, while ignor­
ing a background which is usually unimportant, is useful in that it 
makes for economy of mental analysis. When such abstract features 
are taken as a guide for action, and the rest of the environment is 
temporarily ignored, we have generalization. Generalization con­
tains an implied assumption that some feature which has been the 
important criterion on a number of occasions will continue to be im­
portant, irrespective of changes in the rest of the environment. This 
is often, but of course not always, true. 

Once it has become possible to abstract individual details, 
there arises the possibility of a second mass of cells receiving as 
its input the abstracted information which comprises the output of 
the first, and thus enabling a second order of abstraction to take 
pi ace. Then, in pi ace of objects and details abstracted from the 
Gestalt we may have relationships between objects. Further develop­
ments along these lines would make it possible to take into account 
more and more abstract and complex relationships in a cascaded 
hierarchy of cell· masses. Given appropriate mental control, the 
transition from one stage to the next may occur naturally as experi­
ence grows, but a far more powerful influence in insuring a smooth 
transition is deliberate tuition in which the environment is care­
fully controlled at each stage. 

Tuition 

In the early stages of tuition, problems are presented and tech­
niques used which enable just those objects and details to be 
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iso1ated which will be of importance in establishing important re-
1ationships in 1ater stages. Then, in the course of time, the first 
simple re1ationships that are presented prepare the ground for more 
comp1ex re1ationships, and so on. By tuition we superimpose a tried 
and tested structure on the functiona1 organization. Over the cen­
turies man has discovered a mu1titude of facts wh ich enab1e hirn to 
live in the world in which he finds hirnself. These are passed on to 
successive generations both conscious1y and unconsciously, and 
playa 1arge part in establishing not on1y the response st ruct ure but 
also the autocontro1 structure of the brain. There is, of course, a 
price to pay when we force a predetermined 10gical structure on to 
the brain like this, in order to enab1e it to deal with very comp1ex 
re1ationships. We are prejudicing the issue by deciding for ourse1ves 
what re1ationships are important, and we are inevitab1y destroying 
some of the versatility with which the brain was originally endowed. 
If we are right in our decisions all is well, but there is a1ways the 
danger that we ares10wing the progress of understanding. We can­
not evade this difficulty, because the collective know1edge and 
understanding of a civilization is vast compared with what any one 
individual personally discovers during his lifetime. In fact, an indi­
vidual wou1d be lost in our present-day world without the experi­
ence passed on to hirn by his fellows. If this know1edge is to grow 
and change with experience it must be passed on, and while it is 
true that mistakes may be made, this is an inevitab1e accompani­
ment to the search for know1edge. The best we can do in tuition is 
to present our know1edge in a form which al10ws the recipient the 
greatest freedom and gives hirn the greatest encouragernent to add 
to this know1edge. 

Association 
This is a convenient point to discuss the question of asso­

ciation, and the p1ace of the conditioned response and inductive 
and deductive 10gic. The individual is concerned with these in his 
search for solutions to his own personal problems, and in view of 
what has just been said, they concern civilization as a who1e in 
the deve10pment and accumu1ation of its collective know1edge. 
Our concept of a thinking material based on a mass of neuron-1ike 
cells has given us a basis on which to account for association, 
and the factors which contribute toward the association of ideas 
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derived from past experience bear a surprising similarity to the 
parameters which enter the relationship given by Bayes' theorem 
on inverse probability. In terms of action this ac counts for the 
conditioned response, and in terms of speculative thought it gives 
us a basis for inductive logic. At first sight it might appear that 
deductive logic, being formulated in terms of a set of precise 
rules, is of an essentially different nature. However, when we come 
to apply jeductive logic to a practical problem, we find that there 
is always sufficient uncertainty in the premises, and in the practi­
cal interpretation of the conclusion, for the problem as a whole to 
resolve itself into one of inductive logic. 

All the various aspects of association presented here-the con­
ditioned response, inductive logic, and the 'speculative generation 
of a train of thought-have one factor in common. They provide a 
means of choosing a tentative response to a novel situation with a 
great economy of effort as compared with a random trial-and-error 
selection from the possible alternatives. This tentative nature of 
the conditioned response if often forgotten, but is clearly implicit 
in the method ofgeneration. In fact, there will frequently be a choice 
between two alternative responses, each of which receives support 
from past experience. Here two conflictingsurges of activity will 
arise and eventually one will swamp the other. Roughly speaking, 
in view of the relation between the criteria controlling association 
activity and the criteria of Bayes' theorem, the result will be re­
lated to inverse probability. Because theselection is subject to 
acceptance or rejection according to itssuccess or failure, it must 
be regarded as tentative until reinforcement by success has built 
up into an almost automatic reflex. 

In the composition of eachstep of aspeculative sequence of 
thought there will frequently be a similar selection from a number 
of conflicting forms of activity, each corresponding to one of the 
many possiblesucceeding events. Again, the influence of criteria 
resembling those of inverse probability, will be such that the event 
that ismost probable, in terms of the experiencestored in the 
medium, will be the one most likely to be regenerated. It has al­
ready been pointed out that it would be of great value in forecast­
ing future events to be able to introduce some randomizing process 
so that the consequence of other likely, but slightly less probable, 
sequences coul9, be taken into account. It would obviously be very 
simple for some randomizing influence to serve this purpose. 
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A particularly interesting feature of the speculative sequence 
is that it may be generated while the corresponding sequence of 
real events is actually occurring in the outside world. It then pro­
vides a means of monitoring events in the outside world to see if 
the tentative predictions based on past experience do in fact fit the 
future as it occurs. This serves as a check on the validity of pre­
diction in the speculative sequences, and at the same time it is an 
effective way of bringing to notice anything unexpected which may 
occur in the outside world. This is what one consciously does in 
formulating and verifying hypotheses, but it seems likely that the 
same process goes on subconsciously the whole time. 

The Logical Structure 

The logical structure of the functional organization that would 
grow up in an adaptable nervous system buHt on the principles 
we have been discussing will obviously be the most important 
single factor in deciding its behavior under a gi yen set of cir­
cumstances. Let us look at the way in which such a structure 
would grow. It is important to realize that the logical structure 
is a dynamic one, based everywhere on previous exploratory inter­
action between the material and the outside world, through the in­
termediary of the input and output organs. Once the initial experi­
mental period is over, and some sort of path for activity (or memory 
trace) has been established through the material, this path will form 
a foundation for further development. One possibility has already 
been mentioned. It is that the activity at the end of an established 
path of this nature, because it represents something that has al­
ready been abstracted from the background, may usefully be used 
as the input to a further mass of cells, where it may be combined 
with other incoming information so that further refined analysis and 
abstraction may be performed. For example, this might enable "A 
in the presence of M" to be recognized as different from "A in the 
presence of N," etc., and therefore discrimination is increased so 
that c1assification becomes more complete (Fig. 4). 

A second possibility is that the basic path may, by means of 
association and reinforcement, grow multiple branches at the input 
end (Fig. 5). This means that a number of different entities are 
lumped together as meriting the same response, and it is, therefore, 
a further stage in generalization. The process of generalization re­
duces discrimination, and in terms of classification results in am-
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biguity, for the various entities are merely recognized as members 
of one dass and in the process their other attributes, which may 
qualify them for membership in other more discriminating dasses, 
are ignored. 

It may be, in fact, that these several entities have some feature 
or quality in common, but the criterion on which their association 
is based is one of action. They call for thesame action, and gen­
eralization is therefore in relation to action. In practice this may 
be so far from our usual picture of generalization for, after all, the 
action may consist of naming the dass of objects in question or 
their common attribute. In any case the action will be tantamount 
to recognition of the dass or the attribute. A verysimple example 
is that in which the different entities are merely different aspects 
of a particular object, for example, different sides of a letter box. 
These obviously all call for thesame action. If we have a letter to 
post, we post it. 

As with "association- and "generalization, - it is true of the 
terms "dassification- and "meaning- that their significance lies 
in the functional paths which become established. Meaning and 
dassification are thus related to action during the formation of the 
pathway while it is in the tentative stage. Even if these pathways 
become an inte~ral part of a much longer chain of tentative or spec­
ulative activity, it still remains true that the significance of each 
element of pathway derives partly from the associated action and 
other circumstances at the time it was formed. The success with 
which it is possible to absorb these original elements of pathway 
into a Ion ger chain depends on the similarity of the conditions un­
der which the original pathway was formed to the conditions under 
which the new tentative or speculative chain is being composed. It 
may happen, just from the nature of the world, that past experience 
can often be a good guide to action in the face of a new problem. If 
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so, this is our good fortune, but in tuition we can be sure that past 
experience is a good quide to the future. Everything can be dealt 
with in such an order that each new step can be based on previous 
experience and appears to come as a logical sequence. Learning 
under tuition is learning in a world in which everything is presented 
in a quite unnaturally logical way. It is much quicker than learning 
from the world itself which knows no logic and is not prepared to 
adjust itself for the convenience of the pupil. 

Generalized Memories 

Retuming again to our model, a combination of branching at 
both the input and the output ends of a pathway gives what one 
might describe as a generalized memory trace (Fig. 6). This is 
a memory trace which can recognize a number of different as­
pects of something and can initiate one of a number uf alterna­
tive actions according to some other predetermined criterion or 
"set." Take our example of the letter box. Our multiple input en­
ables us to recognize variousshapes of letter box in varioussur­
roundings. Our multiple output means that if we know we have a 
letter to post, and tbis knowledge is represented by activity of in­
put M, then as a result we post the letter. If we have no letter but 
expect to have one later, input N may result in a note being made 
of the position of the box and the times of collection. If we are un­
likely to have need of a letter box, the chances are that it will be 
passed by completely unseen. 

The importance of this form of generalized memory is twofold. 
First, it provides for great economy in storage, andsecond, it is 
very readily modified in the light of further experience. When we 
encounter a new letter box it is unnecessary to make any addition 
whatsoever to our existing generalized memory unlesssome feature 
isso unusual that the box faHs to come within thespan of the 
branched input to the generalized memory. If we aresurprised by 
some such unexpected feature then, by the mechanism of associa­
tion already discussed, thespan of the input may be increased by 
addition to, or modification of, the input branches. Even then, these 
modifications will require far lessstorage than the formation of a 
completely new memory trace together with its reflex action. For ex­
ample, if we have 'spent most of our time in one country we may ex­
pect our letter box es to be all red, all yellow, or all blue as the 
case may be, and when we first visit another country we may be 
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mildly surprised to find an unfamiliar color. Such a difference can 

easily be assimilated within the generalized memory in the form of, 
say, "when in Switzerland look for yeIlow." One might find, in fact, 
that surprise could be defined as thesubjective feeling accompany­
ing the mental control that initiates modification of a generalized 
memory. It may be that the immediate reaction tosomething unex­
pected is to record the incident in the short-term memory, so that it 
can graduaIly be assimilated within an existing generalized memory 
trace by passing the information repetitivelyon to the long-term 
memory. One is 'sometimes conscious of reliving an unusual inci­
dent at leisure,some time after the event, and thesame process 
may weIl go on subconsciously as weIl. 

It is an important advantage that when an object isseen and 
recognized by means of a generalized memory no additional infor­
mation is stored, and that if something unexpected happens it will 
often call only for a small modification of an existing memory trace. 
This gives us the utmost economy in the use of the information­
storing medium, and accords closely with information theory. If 
something happens in accordance with expectations then, by defi­
nition, no information passes, and it is obviously appropriate that 
no change should be made. The more unexpected an occurrence, the 
more information is available and the more necessary it will be that 
there should be a change. Only in an extreme case will it happen 
that something is so uncommon and so unexpected that there is no 
existing memory trace to start from, and it is then necessary tostart 
afresh. 

The output end of the generalized memory can also be readily 
modified. Returning to our previous example, we may one day dis­
cover a letter box with a stamp-dispensing machine beside it. By 
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the mechanism of association we can now add another branch at the 
output which is dependent on a predetermined set "I wantsome 
stamps,· and the action of looking for astamp dispenser may be 
added to the repertoire of alternative reactions to the generalized 
concept of "letter box." 

The generalized memory is thus a very versatile element which 
serves as an interpretive link between thesensory input and the 
motor output. It is onlyseldom that onesuch link will act in isola­
tion. More generally a large number of links of this type will com­
bine to form a number of complete composite chains in parallel. 
Among them they sum up the important content of the environment. 
At the same moment that we recognize the letter box we may almost 
without realizing it recognize the station beyond it, a policeman 
directing traffic, the bus we have come to catch stopping on our 
left, a gust of wind, and aslightly anxious note in the voice of 
someone we have just met, which we guess is because we are late. 
We can take in all these diverse things almost simultaneously only 
because we are familiar with them and have the corresponding chains 
of generalized memories waiting to be triggered off by one or two 
slight c1ues from each. 

Economy and Reliability -the Model and the Brain 
To sum it up, one might say that if the brain works along the 

lines that have been discussed here, we should not expect it to pro­
vide perfect answers to the problems it encounters. Nevertheless, 
within the limitations set by a restricted information-storing and in­
formation-handling capacity, it will provide a means of making a pas­
sable attempt at choosing the best course of action. To make this 
point c1ear, it may be worth considering a simple analogy. The tel­
ephone system generally gives reasonably efficient service with 
reasonable economy of apparatus and it does so by sharing facili­
ties on a very wide scale. Between two towns the telephone system 
only provides a few interconnecting cables and in normal circum­
stances these are adequate to cope with the number of callers. 
However, in the unlikely event of everyone in one town wanting 
to telephone someone in the other town at the same time, the sys­
tem would break down completely. A universal telephone sys­
tem designed to cater for every possible combination of calls 
that might arise in this way would require perhaps one thousand 
times the number of lines, and the telephone service would cost 
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several hundred times as much as at present. Such a universal 
telephone system is dearly not the economically ideal telephone 
system. The telephone system in fact provides a service in which 
one accepts limited capabilities for the sake of reasonable econ­
omy in the apparatus required. 

It is the same with a thinking machine. A universal thinking 
machine, able to take in and store all the information available to 
it, would need an enormous store of information. If there are, say, 
N sensory receptor elements, each of which can be either active or 
passive, this gives us N binary digits. If each of these can sense 
variations in input at the rate of n per second, the total information 
capacity will be Nn binary digits per second. Taking conservature 
estimates for the eyes, the information which could be accepted 

would amount to 10 10 bits in a few days, more than the number of 
neuron cells in the cortex. Thus a machine which had to absorb 
and take into account a11 the information which could be accepted 
by the human eyes, would be quite impossibly large. In fact, the 
net information actually coming in is less than this because of re­
dundancy, but even so the brain ignores the vast majority of infor­
mation coming to it through the sensory organs. By ruthless selec­
tion it picks out just those few features it has learnt to take note 
of, and these constitute a minute proportion of the whole. 

The model we have been discussing also selects information, 
in accordance with the dictates of the discriminators, and it thus 
provides for a versatility analogous to the sharing of facilities in a 
telephone system. The information capacity of the thinking material 
is available for the storage of any information of importance that 
may come along, and is in no way bespoke for a particular type or 
limited dass of information. It merely stores information arising 
out of the exploratory interaction between the organism and the out­
side world. If the brain itself bears a resemblance to this model, 
this would readily provide an explanation of the versatility of the 
brain in sifting through a large amount of available information with­
out overloading its limited information capacity. 

The brain must necessarily fall very far below the concept of 
an ideal universal thinking or classification machine that stores 
and makes the best possible use of a11 the information available 
from the environment. It is only by being taught, and by learning to 
recognize just those things that are necessary for comfort and sus­
tenance, that the brain is able to make a passably good attempt at 
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ensuring survival. Nevertheless, when we look at the colossal 
wealth of information which is discarded out of hand, it will not 
surprise us how many centuries it has taken man to realize, for ex­
ample, that many of the facts of nature could be expressed as seien­
tific laws. We may weU wonder how much is going on around us of 
which we are still as blindly ignorant as our ancestors were of the 
recent scientific knowledge of which we are so proud. 

The model we have been discussing is an adaptive c1assifying 
network which would, like the brain, show memorizing and c1assi­
fying ability very inferior to that of a universal c1assifying machine 
except in those matters to which its attention has been directed. 
Within this limited field, owing to the tendency to foUow Bayes' 
theorem, the machine may show a high degree of competence in 
c1assifying and forecasting by inverse prob ability. Its limitation is 
that its field of competence is restricted to those objects, situa­
tions, percepts, and concepts which it has, through necessity, 
learned in the earlier stages of its encounter with the outside world. 
Outside this field, whether we measure the effieiency in terms of 
information storage or in terms of c1assification effieiency, we shall 
find the coverage very incomplete. Not only is it incomplete, re­
sulting in a failure to recognize some situation that has been en­
countered before, but it may be ambiguous, resulting in a failure to 
distinguish between different objects orsituations. This narrowness 
of outlook issomething with which we are very familiar in the brain, 
and is inevitable with a memory having a limited capacity in rela­
tion to the incoming information. 

We may ask how it is that we get by with mental equipment that 
is so inefficient by any absolute standards. The answer probably 
is that man is the child of his circumstances. It just happens that 
there has been sufficient consistency in the natural world in which 
we live to enable man to get by with the verysmall amount of know­
ledge he has been able to accumulate for hirnself, and with the 
knowledge he receives from his forbears and passes on to succeeding 
generations. Nor is this the only information passed on. Information 
is implicit in the adaptation of the human body to the environment 
in which man has lived forso long, and information forsurvival is 
passed on in the form of the predetermined reflexes and in the de­
sires represented in our model by the discriminators. This informa­
tion, passed on in the physiological and psychological make-up, is 
less easily changeable and provides astability that would other-
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wise be lacking, while the adaptable ·side of the brain that we have 
been discussing aHows the individual to learn direct1y from his 
environment, and allows civilization to absorb and pass on its new­
found knowledge quickly without waiting for theslower process of 
physical adaptation to catch up. 

4. CONCLUSIONS 

The implication behind the model that has been discussed is 
that there is a possibility of explainingsome of the adaptive be­
havior of living organisms on the basis of the bulk properties of 
networks which may have a very large random factor in their con­
struction. This fits in very weil with the facts of evolution and with 
the problem of storing the requisite information for the construction 
of the complete brain in the small compass provided by the chromo­
somes. The model discussed has deliberately been kept extremely 
simple in order to emphasize the important features with the mini­
mum of complication but it would, of course, be possible to build 
up more complexstructures from a number of units of this type, 
which would have a much richer behavior pattern. The reason for 
caution is that the whole of this has of necessity been based on 
verysparse empirical evidence. It would be desirable to await con­
firmation ofsome of the basic facts before extrapolating too far. 

By looking on the model and its environment as a whole, wesee 
how, by exploratory interaction, a functional organization can be 
built up which is in a way a replica of those features of the outside 
world which have played a part in its formation. The model may be 
regarded as a self-aligning or adaptive filter both in the dynamic 
and the static sense. Recognition, familiarity, and surprise find a 
direct parallel in the degree of excitation or inhibition required to 
maintain stability, and the progressive modification of the medium 
is direct1y related to the information received. The model is by no 
means an ideal thinking machine. In fact, one would expect it to 
·show an intuitive type of behavior with a mixture of brilliance and 
fallibility which would be all too human. 

From the point of view of comparison with human behavior, it 
is interesting to note the implication that thought is very c10sely 
bound up with action as weH as with past experience, and tbis must 
have a very considerable bearing on the way we learn, on the way 
weshould be taught, and on the way we build up concepts and gen-
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eralize memories. Perception, thought, and action are a11 bound up 
together as different aspects of the same basic process. One can 
hard1y overestimate the influence of past experience and education 
on the 10gica1 structure of the functiona1 organization, and this in 
turn is the main factor determining the reaction to any situation. 
Looked at from this point of view, decisions and va1ue judgments 
appear to be, if anything, more dependent on the way in which infor­
mation is stored in the network, than on the activity at the time it 
is extracted at the moment of making the decision or giving the 
judgment. 

The 10gica1 structure can also playa very important part in the 
communication of ideas and vice versa. Two peop1e will on1y under­
stand each other well if they have a somewhat similar background 
and education. The communication of ideas between them is then 
often mere1y a matter of triggering off lines of thought that are a1-
ready 1argely preformed. Their common background and education 
will have a major influence on the form of the language by which 
they communicate, and the 1anguage will, in turn, place constraints 
on the form in which ideas are passed to and fro. The necessity for 
communication will have an overwhelming influence on the logical 
structure both because of the necessity of putting thoughts into a 
communicable form and because the majority of ideas are received 
by communication in the first place. In a complex society like ours, 
in which so much depends on education and communication, the 10g­
ical structure and the language must develop in parallel and must 
match each other at each step as they do so. This applies both to 
the individual and to civilization as a whole. 

A simple example is provided by scientific theories and laws, 
the nature of which is as much influenced by the mental outlook 
and needs of the ob server, and of the scientific world of the day, 
as it is by the empirical data. A law or theory is, after a11, mere1y 

a simple way of summarizing past experience in a condensed form, 
and this is most conveniently done by relating it to something al­
ready familiar, that is, by adapting the existing language and logi­
cal structure to suit the facts that have just come to light. In the 
early stages of investigation of a new field there is often aperiod 
during which one is overwhelmed with too many apparently unre1ated 
facts. The information content of these is too great, and real pro­
gress is only made when someone discovers somesimple theory 
serving as a "mnemonic- which is not only compatible with the 
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facts, but is also closely enough related with existing patterns of 
thought, to condense the information content to an acceptable level 
and thus provide a simple method of remembering the facts. 

The progress in ascientific field is liable to be very dependent 
on the discovery of such simple methods of assisting the memory. 
Without these the investigator is faced with assimilatingsuch a 
vast amount of information that he is liable to beswamped by it. 
This difficulty has been very evident in the biological sciences, 
and has been reflected in the large number of alternative theories 
in existence at thesame time in certain fields. Just as it is pos­
sible to devise alternative mnemonics to assist remembering a cer­
tain fact, so is it possible to have alternative theories compatible 
with given empirical data. It is only the advent of further empirie al 
data that finally favors the one or the other, andsubjects them to a 
process of natural selection and survi val of the fittest. 

It is not only in the scientific field that many complementary 
ideas may exist in the individual. We have a large number of gen­
eralized memory pathways in parallel and the success with which 
these are integrated into one composite, interlinked, logicalstruc­
ture will again depend to a great extent on experience and educa­
tion. At any one time only a few of these memory traces will be 
active, sometimes one set andsometimes another, the rest being 
temporarily dormant. If these tend to form into exclusive groups or 
domains we have the possibility of explaining various features of 
thesubconscious mind. Then again, the existence of multiple paths 
in parallel may provide confirmatory activity and this is a powerful 
factor in improving reliability by eliminating "noise" and giving 
independence of damage. Reliability is also improved by the very 
filtering action of the cell mass, but this involves decision making 
and thussacrifices adaptability. 

What can we get out of this picture of brain activity? The answer 
is that we have to wait andsee. The earlier papers pointed out an 
apparent need forstability, and it is interesting to find that this 
subject is now being studied empirically. Perhaps by studying the 
brain we may learn how to use it better. Bystudying the integration 
of the brain we may be able to learn how a group of people should 
or could integrate their mental activity to the best advantage. Can 
it be that man does al ready subconsciously follow this example in 
his corporate activities? 

The foregoing has been an attempt to find a tentative answer to 
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the broad question "how does the brain work?" Whether or not the 
suggestions put forward are substantiated by further work, one con­
clusion is inescapable. Any decisionwhich a practical adaptive 
brain system makes will not be based on the total situation in its 
environment. The information is too great. The decision will depend 
on what we have taught it and on the particular information that it 
has abstracted from the environment while it has been allowed to 
learn by exploratory interaction. 

This raises the question of the general principles on which a 
thinking device should be based in order to get the best out of an 
unknown environment. This question is of particular interest in the 
field of control mechanisms. However, we must remember that the 
adaptive type of thinking mechanism we have been discussing is 
useful only if we are prepared to gi ve it an education and experi­
ence in the environment of sufficient length and breadth to enable 
it to go through the slow process of building up its own concepts. 
In many control problems this is far from the most efficient way of 
dealing with things. 

These two questions both contain, by implication, a third, "how 
is it that there is in the universesufficientstability for a 'thinking 
mechanism' to be possible?" but this leads to deep philosophical 
waters. So also does the question of how far it is legitimate to seek 
an explanation in mechanistic terms. However, these issues are be­
side the point in the present context and have deliberately been 
avoided. 
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CHAPTER IV 

CIRCUITRY OF CLUES 

TO PLATONIC IDEATION* 

HEINZ VON FOERSTER 

First of all, I wish to apologize for this somewhat pompous title, 
but I hope that at the end of my talk you will have forgiven me for 
having invoked Plato's esoteric ideas in order to embellish the 
thoughts behind a few mundane gadgets. Perhaps you will grant 
me extenuating circumstances if I am going to make a confession at 
once, namely, that I believe the time has come when one may con­
ceive of a happy marriage between philosophy and hardware. Since 
most of the functions of the hardware I am going to discuss in their 
concepts date back to the famous Dialogues, I felt obliged to give 
the proper reference. 

To my knowledge, the first who c1early pointed out the distinc­
tion .between the apriori and the aposteriori, that is, the distinc­
tion between that which we know before experience and that wh ich 
experience teaches us, was-if we can believe Plato-Socrates. 
Many references to this distinction can be found in the Dialogues; 
to me, however, two instances are most impressive. The one appears 
during Socrates' discussion with Menon about problems in education. 
In order to make c1ear his point that education is in many cases not 
a transfer of knowledge from teacher to student but an awakening of 
the awareness of the knowledge already possessed by the student, 
Socrates calls upon one of Menon's servants, who is-one can be 
sure-not a mathematician, and demonstrates that this man is able 
to prove the Pythagorean Theorem, if only asked the right ques­
tions. 

*This work was sponsored in part by U.S. Office of Naval Research, Con­
tract Nonr 1834(21) and U.S. Air Force WADD, Contract AF 6428. 

43 



44 HEINZ VON FOERSTER 

The other instance occurs in the dialogue with Phaedon which 
took place, as you may reca11, in Socrates' death ce11 one hour be­
fore his execution. His friends have everything prepared for an 
escape. A ship is waiting in the Piraeus harbor and the guards are 
bribed; but Socrates refuses to leave, because he is not afraid to 
die. Since there is knowledge before birth and experience, he argues, 
there must be existence beyond death. He proves bis assertion by 
showing tbat certain "forms" or "ideas," for instance the idea of 
"equality," can never be gained through experience, because there 
are no two equal objects in this world. One may make two sticks, two 
stones, two pieces as similar as one is able to do, there will be 
always some detectable differences, and thus "equality" cannot be 
experienced. Hence, this idea must come before experience and 
must have been gained before birth. 

These ideas are "remembered"-as it is usua11y put in an Eng­
lish translation-and thus some implications as to a "life" before 
birth and after death are derived. Moreover. I would like to draw to 
your attention that in the original text Plato uses consistently the 
form "ava-p.tp.vfpKOp.at," for this kind of remembering instead of the 
common usage "P.tP.vTpKOp.at," indicating, so to say, one level up 
(ava-) in this memorization process, a twist we are unfortunately 
unable to express either in Latin or English or German. 

Whether or not this little linguistic tidbit has any significance 
at a11, the points Iwanted to make in this brief introduction are (1) 
that essentia11y a11 the concepts about a fabric, without which ex­
perience cannot be gathered, as "Gestalt," "Archetype," "a pri­
ori," etc., go back to Plato, and (2) that ontologically this fabric 
cannot be explained, but requires ontogenetic argumentation. It is 
precisely the train of thought that is given in (2) which is used by 
Socrates in order to support his immortality assertion. Today, of 
course, we would adopt the terminology of evolution and would refer 
to this fabric as some genetica11y determined structure which 
evolved in the more successful mutants by the process of natural 
selection. 

Since the gadgets I am going to talk about later are simple ex­
amples of just this fabric without which experience cannot be gath­
ered, or-to put it into twentieth-century jargon-since these gad­
gets are simple examples of information-reducing networks which 
extract from the set of a11 possible stimuli a subset which is invar­
iant to specified transformations, I have to stop for a moment in 
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order to clarify a point which seems to me essential in all further 
arguments. This point deals with that fabric per se, namely with the 
question, "What are these structures or what are these invariants 
which permit us to gather the kind of experience we gather?" Per­
haps my question will become a bit clearer if I add to Plato's phil­
osophical examples the delightful neurophysiological examples 
which Lettvin and his co-workers recently reported in an article 
entitled "What the Frog's Eye TeIls the Frog's Brain" flJ. Measur­
ing with micro-electrodes in single fibers of the optic stalk in the 
frog, they confirmed and extended the observations of Hartline [2,3] 
and others [4], namely, that already highly reduced information is 
transmitted to the brain. In conclusion they wrote: "The output from 
the retina of the frog is a set of four distributed operations on the 
visual image. These operations are independent of the level of 
general illumination and express the image in terms of: (1) local 
sharp edges and contrasti (2) the curvature of edge of a dark objecti 
(3) the movement of edgesi and (4) the local dimmings produced by 
movement of rapid general darkening." 

Since adaptation or learning is exc1uded in retinal and immedi­
ate post-retinal nets, it is clear that these nets are genetically 
structuralized in a manner which enables them to compute those 
invariants-or "properties"-which have a decisive survival value 
for the frog. This enables me to rephrase my earlier question by 
asking what should these properties be which have this "decisive 
survival value" for the frog. Of course, the question may be shrugged 
off by answering that a set of other properties may define another 
species-what's good for the elephant may be bad for the frog-a 
point which can be further supported by property-detector (2), the 
one which detects the curvature of the edge of dark objects. Clearly 
such a detector is a "bug-detector" and since frogs live on bugs it 
is quite natural that frogs should be able to detect their food. 

My question, however, aims at the existence of the bug. If we 
are given a bug, I claim, a detector can be devised, or can evolve, 
which detects just this bug. In other words, if there is some struc­
ture in the environment-and clearly a bug has plenty of structure-a 
system may evolve which can detect this structure. Or, to put this 
in still another way, the ontogenetic argument-may it be immortality 
or evolution-hinges on a tacit assumption that the uni verse in which 
we live possesses structure. Maybe for the Greeks this assumption 
was not so tacit after all, since their universe was the representation 
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Fig. 1. Globular star cluster NGC 5272, in Canes Venatici, photographed 
through the 20o-in. telescope on Mount Palornar, Ca!. 

of order KaT'(gox~v, the "Kosmos," in contrast to the "Chaos" which 
prevailed before the gods cleaned up that mess in the successful 
battle against the giantso 

In spite of the somewhat trivial appearance of my assertion of 
the ordered universe, I would not dare to prove this assertion to YOUo 
It may lead to chaos. Instead, I shall give you two examples of the 
magnificent order in our uni verse which, I hope, speak for them­
selveso The one i1lustrates order on the macroscopic scale. Here, 
order is produced by the gravitational forces acting upon the 105 

stars making up the globular star cluster shown in Fig. 1. Since a 
force is a directed quantity, the presence of forces renders space 
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anisotropie, i.e., the properties of space depend upon the direction 
into which one looks. The weak gravitational interaction between 
the individual elements of this cluster accounts for the simple spher­
ical symmetry. The other example is on the mieroscopic scale. It 
shows the complex symmetries which result from the much stronger 
electrostatie interaction between the atoms of water molecules 
which arrange themselves under the influence of these forces into 
the beautiful hexagonal pattern of snow crystals (Fig, 2), Unfortu­
nately, we do not have pietures yet of the structure of an atomie 
nucleus, I venture to say that because of the extraordinarily strong 
nuclear exchange forces, the structure of the nucleus is so bizarre 
that our best brains in physics have not yet come to grips with its 
complexity. 

From an information theoretical point of view it is obvious that 
the intrinsic order of our universe accounts for a tremendous re­
duction of information, because owing to the high conditional proba­
bilities of certain state transitions-the "laws" of physics-not 
everything happens with equal probability.* With this observation, I 
hope, I have answered the question I asked earlier, "What is that 
fabric without whieh we cannot gather experience?" It is now clear 
that this fabric must represent some of the intrinsic regularities of 
our uni verse and that the more of these regularities are woven into 
this fabrie, the better it is for that organism, because: (1) states 
which are meaningless in this uni verse are incompatible with the 
structure of the organism, and (2) states which are favorable or 
detrimental can be "instinctively" approached or avoided, and thus 
the survival of the organism is increased. 

With these remarks I have concluded my "philosophical" expo­
sure and shall turn now to adescription of the "hardware" which 
is supposed to give us some clues to Platonic ideation. The justi­
fication of this hardware in engineering language is, of course, 
quite different from the one I have just given. Here, the systems I 
am going to describe serve a particular purpose, namely to perform 
as much information reduction as possible on the inputs of adaptive 
devices, learning machines, self-organizing systems, etc. [5-7], be­
cause it would be foolish not to simplify their task by "building 
in" as much information as is known about the environment in whieh 
they have to perform their task of adaptation, learning, or self-or­
ganization, 

*A point independently considered by Dr. Muses. 
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"~'4 
~~ 

Fig. 2. Hexagonal symmetries in snowflakes. 
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I will first give you a brief summary of what these systems are 
about, and then develop from a few simple examples the general 
idea of such information-reducing networks. 

In the following I will deal mostly with sets of active elements 
which can perform certain arithmetic or logical operations on their 
inputs. Since the inputs to each element can come either from ele­
ments in the same set or from elements in other sets, I will dis­
tinguish between interaction phenomena or elements within a set 
and phenomena resulting from the stimulus activity of one set upon 
another. Furthermore, I will consider the implications which arise 
if the size of the individual elements is reduced to infinitesimal 
extension, so that in the limit one may define arithmetic or logical 
operations performed by a point in a continuous medium. 

Since most of these considerations can be demonstrated with 
the aid of an extremely simple example, let me for the moment turn 
your attention to the scheme given in Fig. 3. 

We have here an infinitely extending one-dimensional array of 
photosensitive cells in layer LI which are connected to active c:ells 
carrying out a certain logical operation. These cells are located in 
a second layer L 2' Using McCulloch's notation, whereby a loop 
around the spike indicates inhibition (-1), and a dot on the cell in­
dicates excitation (+1), we easily see that a cell in L 2 will show 
no response if the two neighbors of its associated photocell are 

both stimulated [+ 2 + 2 x (-1) = 2 - 2 = 0]. Hence, as long as the 
stimulus intensity over layer LI is uniformly distributed (indepen­
dent of its intensity) no response will result in layer L 2' If, how­
ever, an obstruction is placed in the light path, the edge of this 
obstruction will be detected at once, since the cell associated with 
the photocell nearest to the edge will not be inhibited by the photo­
cell in the dark region and thus will respond [+ 2 + 1 x (-1) = 2 - 1 
=1]. 

This simple scheme consisting of two layers could be termed 
an "edge detector," since the presence of edges only will gi ve rise 
to a response of this system. If one wants to make use of the topo­
logical property that any finite obstruction must have two edges, 
the total output of the system, divided by 2, gives the number of 
obstructions in the visual field of the system. Hence, this simple 
scheme may be termed also a one-dimensional "N-seer" because it 
will extract N, the number of disconnected one-dimensional objects, 
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independently of their size and location, and independently of the 
strength of illumination in the visual field of the "retina." 

Already these few remarks suggest some generalities. First, 
we may note that, owing to particular connections of elements in 
layer LI with elements in layer L 2' particular properties of the 
stimulus pattern of layer LI are detected. Hence, one may conclude 
that, in general, specification of connections may specify the 
properties to be detected. Thus, such structures may be termed 
"property-detector nets." Furthermore, we may note that owing to 
the identical operations performed on any element along this net, 
the concept of a discrete field of property detection arises. No 
conceptual difficulties are encountered in letting the individual 
cells become very small in comparison to any changes in the stim­
ulus pattern so that, instead of speaking of a stimulation Si or re­
sponse R i of cell i, we may refer to a stimulus density a(p) or re­
sponse density pep) at a point p in an n-dimensional continuum: 

a(p) = lim ~S(p) 
ßyn_O ~ V n 

(1) 

p(P) = lim ~ R(P) 
ßyn_O ~ V n 

where ~ V n stands for the n-dimensional volume-element (length: 
n = 1; surface: n = 2; etc.) in this continuum. Referring to this limit 
operation, we are now in a position to make legitimate use of the 
term "field" or ·point function" to describe the ubiquitous capa­
bility of such a continuum to extract certain properties of the stim­
ulus distribution. 

Another generalization that we may draw from our simple scheme 
of Fig. 3 is the observation that there is no need to assurne that 
one of the layers should be a ·sensory layer" while the other one 
would be a computational network. The layer LI in our drawing 
could easily be preceded by a layer L 0 wh ich, in turn, could have 
been preceded by another one, and so on, until finally one would 
arrive at a sensory layer. In other words, the stimulus for any layer 
L J can be the response of a preceding layer L J _1' 

Furthermore, there is no reason why elements of layer L J should 
not interact with elements of the same layer. We will see later, 
however, that the mathematical formulation of these two affairs, 
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A 8 

o b 

Fig. 4. Equivalence of the nonlinear binomial action function 
(a) with a logical function with two inputs and one output (b). 

namely the action of one layer upon another and the interaction of 
elements within one and the same layer, will require quite different 
approaches. 

Presently, however, we will turn our attention to the modes of 
description of the logical operations the elements are supposed to 
perform. 

If we turn our attention again to the "logics" performed by our 
simple system in Figo 3 we can easily see that the basic structure 
of its performance as repeated in Fig. 4a can be replaced by a 
"logical box" as seen in Fig. 4b wh ich would compute, of all the 
16 truth functions which can be computed from two variables "4, B, 
the one which reads: 

A B Logical box 

0 0 0 
0 1 1 
1 0 1 
1 1 0 

Le., "A or B, but not both." Clearly, such a system would detect 
edges as weIl as the original one. This indicates that by specifying 
some other logical operations to be performed on inputs descending 
from a defined set of cells in a previous layer, one may be able to 
extract some other properties from a stimulus pattern than the ones 
just discussed. 
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For illustrative purposes the 16 logical functions are listed in 
Table land the corresponding response functions are sketched in 

TABLE I 

A B 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

0 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 0 
0 1 0 1 0 0 1 0 0 1 1 0 1 1 0 1 1 0 
1 0 0 0 1 0 0 1 0 1 0 1 1 0 1 1 1 0 
1 1 0 0 0 1 0 0 1 0 1 1 0 1 1 1 1 0 

Fig. 5. From Fig. 5 we see that essentially four useful properties 
can be extracted by considering all 16 functions, namely, a left­
edge detector (112), a right-edge detector (113), our edge detector (118), 
and various modes of obtaining replicas of the original stimulus 
(inc1uding negatives, etc.). 

The number of logical functions at our dis pos al goes up very 
fast indeed if one proceeds into manifolds of higher dimensionalityo 
If only the immediate neighbors in an n-dimensional cubic lattice 
are considered as inputs to our "logical box," one has 

logical functions available,* since the number of neighbor lattice 
points is 2n • Table 11 lists the number of these possible functions 
for dimensions f~om 1 to 4. It is not inconceivable that with this 

Dimension 

1 
2 
3 
4 

TABLE 11 

No. of logical functions 

16 
65536 

6 x 10 76 

10 1800 

stunning increase in possible functions the number of "useful" func­
tions is also increasing. I wish I could tell you more about this 
intriguing problem, but presently I would like to leave the approach 
to property extraction via logical functions and discuss in more 

*There is a notationa! ambiguity here; what is meant is 2[ 2( 2n>]_Ed. 
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STIMULUS 

SENSORY LAYER 

EDGE-INCLUSIVE NEGATIVE REPLICA 

LEFT EDGE POSITIVE 

RIGHT EDGE POSITIVE 

EDGE-EXCLUSIVE POSITIVE REPLICA 

RIGHT-EDGE-INCLUSIVE NEGATIVE REPLICA 

LEFT-EDGE-INCLUSIVE NEGATIVE REPLICA 

EDGE DETECTOR NEGATIVE 

EDGE DETECTOR POSITIVE 

LEFT-EDGE-INCLUSIVE POSITIVE REPLICA 

RIGHT-EDGE-INCLUSIVE POSITIVE REPLICA 

EDGE-EXCLUSIVE NEGATIVE REPLICA 

RIGHT EDGE NEGATIVE 

LEFT EDGE NEGATIVE 

EDGE-INCLUSIVE POSITIVE REPLICA 

STIMULUS INDEPENDENT, ACTIVE 

STIMULUS INDEPENDENT, INACTIVE 

Fig. 5. Exhaustive enumeration of a11 "properties" computable by a logical functor 
with two inputs and one output. 



CIRCUITRY OF CLUES TO PLATONIC IDEATION 55 

Fig. 6. Structure of binomial 
action function 
(-l)P • (1-1) 2p 

for p = 1: -1+2-1 = O. 

detail another approach which is based on geometrie al consider­
ations. 

Let us again turn to our simple scheme in Fig. 3 and consider 
the way in which a cell in layer L 1 is acting upon cells in layer 
L 2' One can express the situation as indicated in Fig. 6: double 
excitation for the cell located at the corresponding place in the next 
layer, and single inhibition for the neighbor ce11s. * Let us define 
an "action function" which specifies how much activity of cell i in 
layer L s is passed on to a corresponding ce11 i and a11 its neighbors 
in another layer L s + l' If a11 cells are a unit distance apart, a graph­
ical representation of this "action function" for the specific case 
above has the form sketched in Fig. 7. This representation allows 
definition of action in terms of stimulus strength as a function of 
distance, which makes it particularly apt to be used in the contin­
uous case, where the discrete step function of Fig. 7 may be re­
placed by an appropriate continuous function. 

Of course, there are an infinite number of continuous functions 
which would, eogo, approximate the step function pictured aboveo 
Considerations of convenience or suggestiveness give preference 
of one over other possible choices. 

*It may be noted that this sequence consists of the binomial coefficients 
which result when expanding the expression - (1 - 1)2 = - 1 + 2 - 1 = O. 
Indeed. this action function is a special case (p = 1) of a general c1ass 
of discrete action functions: 

1(2p ) K . = (-1) 
p,1 p+i 

i = 0; ± 1; ± 2; ••• ±p 

the "binomial action functions." They are of particular interest insofar 
as a response layer connected to a primary layer via this action function 
will display the 2pth derivative of the stimulus function present in the 
primary layer. 
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Fig. 7. Graph of values of the binomial action function p = 1. 

One may, as it is so often done in this field of technological 
and physiological paralleis, argue that in a physiological nerve­
net, descending and bifurcating axons from cells in a certain layer 
L s may proceed in a random-walk fashion, connecting themselves 
to cells in a next lower layer L s + 1 according to a normal distribu­
tion function 

(2) 

with F + indicating excitation and d, representing horizontal distance 
Xl the variance of the distribution, and al an arbitrary constant. 
Since a sim.ilar distribution can be assumed for inhibition (indices 
"-" and "2"), we obtain for the action function of this particular 
kind of random connectivity: 

(3) 

With such an action function we can now easily determine the 
stimulus strength coming from an infinitesimal region dVn at point 
p in layer L s to a particular point q in layer L"+l' We have in gen­
eral: 

(4) 

If the arithmetic operation performed by point q on all incoming 
stimuli da(q) is merely summation, we have 

00 00000000 00 n 

p(q) = S da(q) = f f f f··· f a(p) F(d)dV (5) 
n 

If, again for illustrative purposes, we restrict ourselves to only one 
dimension (n = 1), utilize the particular action function as suggested 
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in equation (3), and demand that for a uniform stimulus u = Uo = 
constant, no response should occur: 

(6) 

we find a relation between a1a2 and X1X2: 

(7) 

It is easy to show that for the n-dimensional case this condition 
reads: 

(7') 

The condition of zero response for uniform stimulus as expressed 
in equation (6) may, at first glance, look somewhat arbitrary. How­
ever, you may recall that our original scheme of Fig. 3 exhibited 
this important property, wh ich biologically may be justified by the 
insignificance of uniformity. It is the perturbation of uniformity 
which is to be detected. 

Observing the restriction as put forth in equation (7), we may 
now co mpare our action function defined in equation (3) with the 
action trunction in the discrete case of Fig. 3. In Fig. 8 this com-

F 

Fig. 8. Comparison of values of the binomial action 
function p = 1 with a continuous action function ob­
tained by superposition of a Gaussian facilitatory and 

inhibitory distribution. 
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Fig. 9. Response distribution elicited by a uniform stimulus confined to 
a square. Contour detection is the consequence of a continuous action 
function obtained by superposition of a Gaussian facilitatory and in-

hibitory distribution. 

paris on is made and we find indeed a smooth approximation to the 
original step function (-1), (+2), (-1). This encourages us to test 
whether the continuous action function would also perform the ex­
traction of an edge, as it was the case with the discrete example. 
In Fig. 9* we have calculated the response density function p(x o , 

Yo) in a two-dimensional layer x o' Y 0 as a result of a uniform stim­
ulus in form of a square in a two-dimensional layer x,y. A two-di­
mensional Gaussian distribution is assumed and condition (7') is 
observed. The result clearly shows that this action function per­
forms as weH a contour extraction as does its discrete counterpart 
and thus may weH be used for the detection and localization of con­
trasts in the visual field of an artificial or, perhaps, a physiological 
retina. 

*The cumbersome ca1culation, as weH as the drawings of Figs. 9 and 11, 
was done by Alfred Inselberg. 
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However, be fore this jump from an apparently artificial action 
function to a concrete physiological case can be made, additional 
justifications have to be brought into play. One may concede that 
the original assumption under which this action function was de­
rived, the random-walk growth ofaxons of cells in one layer toward 
the cells in the adjacent layer, had the ring of plausibility. How­
ever, the condition for zero response at uniform stimulus, as ex­
pressed in equation (7), seems to represent organizational difficul­
ties which can hardly be explained by postulating "genetic program­
ing.» It is hard to believe that, in spite of the permissible random­
walk growth of the axons, cells in the first layer keep track of how 
many end-bulbs of their axons attached themselves to perikarya of 
the cells in the second layer, thus providing facilitation, and of 
how many axons terminated in the dendritic region of second-layer 
cells, thus providing inhibition, However, there is a simple way out 
of this dilemma, if only a single additional feature is added to the 
biological system. The only trick that is necessary to produce an 
ideal contour extractor by random-walk growth is to provide a mech­
anism which stimulates growth ofaxons as wen as dendrites in the 
interface between the two layers as long as the response net is 
active. This stimulation will increase the density of dendrites, and 
descending axons will terminate with increasing probability within 
dendritic ramifications. This wiU go on until the response layer is 
completely inhibited, at which instant condition (7') is fulfilled, the 

EDGE 
RESPONSE 

L-----~--------------------------.d 

do 
Fig. 10. Maximum of edge response as a function of diameter of a 

uniform circular stimulus distribution. 
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growth stimulus ceases, and the perfect contour detector is es tab­
lished. 

I must leave it to the neurophysiologists to give their verdict 
to the plausibility of this mechanism, However, before they give 
their final judgment, let me briefly report another feature of the two­
dimensional Gaussian action function. If a uniform stimulus with 
circular boundaries is given to the sensory layer LI, the amplitude 
of the edge response in layer L 2 will depend upon the diameter of 
the circ1e. This relationship is sketched in Fig. 10, and one notices 
that for a particular size da of the image, the response is maximum. 

Just to satisfy my curiosity I have calculated this critical di­
ameter for the frog. If facilitation variance is three rods across 
(hexagonal arrangement of retinal elements) and inhibitory variance 
about six, maximum response is expected for an object the size of 
a fly sitting about two feet away from the frog. 

I am perfectly aware of the fact that analogy of function may 
not me an analogy of structure. But I thought that these coinci­
den ces may suggest looking further into possible similarities. 

As I will show later, the extraction of a contour of an image of 
an object is a very useful operation. Permit me, therefore, to spend 
a few more minutes on a more general approach to this problem. I 
may add that I owe the following ideas on contour extraction to 
Lars Löfgren [8], who is presently on a visit to our laboratory in 
Illinois. 

Let the image of an object be projected on a photo sensitive 
layer L J' The response distribution PLJ of this layer stimulates a 
second layer Li' We want the response PLi from this second layer 
to be zero at points which correspond to the interior and exterior of 
the object. At points corresponding to the contour of the object we 
want a nonzero response. 

Now, what distinguishes the points along a contour from interior 
and exterior points? Outside the contour PLi is (precisely) zone, and 
inside PL J = O. Hence, passing the contour, there will be a discon­
tinuity, if not in PLJ itself, at least in some higher order derivatives 
of PLJ in the normal direction of the contour. Hence a reasonable 
contour indication is the vth derivative in the normal direction: 

(8) 
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The higher we make v, the better will be the contour extraction. We 
can actually allow variations of PLi inside the contour which cor­
respond to a polynomial of degree v-l and still be sure of a zero 
indication inside (and outside) the contour region. 

In. the one-dimensional, discrete case, PLi (P) = u, is the stimulus 
at point p = i (i = •• , , -1, 0, 1, 2, .•. ). The vth derivative of the 
stimulus function is approximated with a finite difference poly­
nomial: 

(9) 

where DIl is a displacement operation DIl U, = U, +Il and all are the 
coefficients. The following condition holds for s' and s": . 

Si + s" + 1 = W ::: v (10) 

An ideal contour extracting network would hence be represented 
by 

PI = K Pw U, (11) 

where K is a constant. 
However, it is reasonable not only to deal with ideal connec­

tions which correspond to the polynomial P w but to consider a 
Gaussian distribution of connectivities corresponding to each ideal 
correctivity as represented by p.w' The choice of a Gaussian dis­
tribution is, in the biological case, motivated by a not ideal growth 
of the connectivities between the layers Li and L" 

The choice of a Gaussian connectivity distribution requires that 
equation (11) should be replaced by 

(12) 

Here DIl and P w operate only with respect to the index i. 
Let us from here go over to the continuous case. Equation (12) 

corresponds to 
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(13) 

oe 

= (-li' K f u(x).L e-[<x-xo)/xI]2 dx 
-00 dxV 

One may note that the last expression of equation (13) is of the 
same form as our earlier equation (3). In general, equation (13) will 
give a better approximation to an ideal contour extraction the larger 
v, and the smaller the variance xl' 

For the sake of generality, let me quickly conclude the discus­
sion on contour extraction with the two-dimensional case. Let us 
start direct1y from the discrete case with a Gaussian distribution of 
connectivities instead of an ideal connectivity between the layers 
LI and LI' The equivalent to equation (12) is 

O<l 00 r. 2 2 2J 
PlI = K:L: :L: :L: :L: a/L1/L2 D/L1/L2 ul-n,/-m' e-LSn +m )/x 1 

n=.oo m=-"" /L1 /L2 
(14) 

In the continuous case, equation (14) goes over into 

Let us specifically consider the derivative: 

(16) 

Here we can apply Green's theorem: 

(17) 

with 
cp = u(x, y) 

r 2 21 2 l/J = e -~x-xo) + (y-yo) jI Xl 
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which gives the following equivalent to equation (15): 
00 00 

p (xo, Yo) = K f f a(x, y) . t! e-[(x.xo)2 - (Y_YO)2]1 x~ dxdy 
-00 -00 (18) 

which is of the desired form, equation (15). The action function 
[ 2 2] 2 K(x, y, x 0' Yo) = t! e- (x-xo) + (Y-Yo) I xl (19) 

can be approximated by 
2 2J 2 [ 2 2] 2 

K*(x y x y) - a e-(x-xo) + (Y-Yo) I X 1 -a e- (x-xo) + (Y-Yo) I X 2 
, , 0, 0 - 1 2 

with the conditions 

a1- a 2=1 

which means that the function 
00 00 

(20) 

(21) 

p*(xo,YO)=K J S a(x,y)K*(x,y,xo,Yo)dxdy (22) 
-00 -00 

also acts as an approximative contour detector and this the better, 
the smaller the values of xl and x 2' It was precisely this function 
that was used in my earlier example with the illuminated square 
(Fig. 9). We used the following values: 

Length of edge of square: D = 20 
Variances: 
Facilitation and inhibition amplitudes: 

Xl = 1; X2 = 2 
a1 = 2; a2 = 1 

As seen in Fig. 9, the contour extraction for this approximation is 
quite good. However, a much more drastic contour indicator is ob­
tained utilizing an action function as indicated in equation (19). 
Figure 11 gives the response function in the second layer for the 
same square as above, with variance of the distribution function 
Xl = 1. 

I have suggested earlier in my discussion that the operation of 
extracting the contour of an image of an object can be used for 
further operations. I shall fore go a treatment of the analysis of con­
tours in general and shall restrict myself to a special case which 
mayamuse you. 

Assurne that I have now three layers LI, L /' L k. where the first 
layer LI receives the image of an object and passes this informa­
tion on to the next layer L / by an action function which extracts 
the contour of this image. I shall call this layer the "contour layer." 
All points p in this contour layer I propose to connect with an action 
function K(p,q), to be specified later, with all points q in our third 
layer L k • 
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PoINt: 

Fig. 12. Representation of a -line stimulus" of width l> in polar coordinates. 

Before going into further detail, let me first simplify the pro­
cedures by approximating the response activity in the contour layer 
LI by a uniformly excited strip of thickness l> (see Fig. 12). Uti­
lizing polar coordinates, with the point (q) acted upon as origin, 
the differential element of length is 

(23) 

and, thus, the differential element of area 

(1.4 = l>ds = l>dr..Jr-1-+-(r-!-p-),,"2 (24) 

Having decided that only along the contour r a uniform excitation 
of magnitude Uo should prevail, and anywhere else Uo = 0, we are 
now in a position to define the total action of a11 excited elements 
in layer L I on point q in layer L k' We have 

p (q) = S K (p, q) u(P) dA (25) 
r 

Hence with equation (24) we get 

p(q) = uol> S K(p, q)V 1 +(rdcfJ)2 dr 
r dr (26) 

In order to sol ve in a specific case the above integral, two func­
tions have to be specified: 
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(1) The equation of the contour in polar coordinates has to be 
stated: 

.(27) 

(2) A particular choice of the action function has to be made: 

K(p, q) = K(r,9) (28) 

I propose to use an action function with a somewhat peculiar aniso­
tropie property: 

2 
K(r,9) = e-(r/rl) cos (29) (29) 

In other words, facilitation and inhibition at any point in the detec­
tor field will have different values depending in whkh direction one 
looks with respect to an arbitrary O-direction. In this O-direction 
east-west, a11 is facilitation. At 45° no action takes place (cos 90° 
= 0), while straight north-south a11 is inhibition. The excitation 
decays with a Gaussian. Let us now investigate what happens to a 
point in layer L k if the contour layer L J is active along a straight 
line. In other words, the stimulus function for L k is 

9 = are cos (ro/r) + a (30) 

where a represents the angle between the straight line and the arbi­
trary O-direction, and ro gives the perpendicular distance from point 
q to the line. The response function in layer L k is now determined. 
Substituting equations (29) and (30) into equation (25) and carrying 
out the integration between the limits - 00 and + 00, one obtains after 
some arithmetic [9): 

p (q) = C (ro) • cos (2a) (31) 

where 

(32) 

and 

The response in layer L k to a straight line in layer L J or to a straight 
edge in layer Li preserves the directionality of the original stimulus, 
as seen by the factor cos (2 a) in equation (31). 

Suppose now that one connects the activity in layer L J accord-
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ing to our action function equation (29) to three layers L kh L k2, 

L k3, whose O-directions are 60° inclined to each other. The corres­
ponding points q1, q2, q3 in these three layers will respond with 
response functions: 

P1 (q1) = C cos 2a 

P2 (q2) = C cos 2(600-a) = C [-1 cos 2a + % sin 2a] (33) 

P3 (q3) = C cos 2(1200-a)= C [_1 cos 2a _1. sin 2a] 
2 2 

Ifwe let these three activities converge on a fourth layer L B' which 
simply adds at point q* the stimuli coming from the three corres­
ponding points q 1, q 2' q 3 of the three layers L k1, L k2, !.- k 3' its re­
sponse function is 

PB (q*) = P1 + P2 + P3 = 0 (34) 

In other words, this finallayer L B will show no activity, if straight 
edges are presented to sensory layer Li' independent of their di­
reaction and independent of the amount of illumination. However, 
curvatures will elicit immediate responses. Thus, if this layer is 
an inhibition layer to another network, the cessation of inhibition 
will cause activity, and the system will scream loud, if a straight 
edge is present in the visual field. Hence the whole system of 
seven layers will act as a "straight-line detector," 

Although this system seems to be quite complex for such a 
simple task as the detection of a straight line, its technology is 
not too difficult at all, owing to the identity of most of the compo­
nents in.volved. These are the blessings of parallel computation. 
Physiologically, however, I have my doubts whether Lettvin's frogs 
recognize straight edges acording to this scheme. 

In a11 the previous cases I have talked as if it would always be 
possible to distinguish between stimulating and stimulated regions, 
or, in other words, as if it would be possible to separate an aeting 
and receiving region, where the amount of action of the one region 
upon the other one is defined by an "action function." In many cases 
this distinction may be impossible to make and for generality, one 
has to consider the possibility of every element in a particular re­
gion being able to interact with any other element in this reg~on, 
inc1uding self-interaction. I shall now briefly discuss this case, 
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Fig. 13. Interaction of two points in an n-dimensional continuum. 

restricting myself for the moment to linear interaction, but returning 
later to the interaction ease by presenting a few nonlinear examples. 

I shall first ta ekle the general situation of linear interaction, 
where the region of aetivity is excited by a stimulus distribution 
0, and where eaeh point in this region interaets with any other 
point, as indicated in Fig. 13 for two arbitrary points r 1 and r 2' 

I wish to ea1culate at point r 2 in an n-dimensional manifold the 
response aetivity p (r2) whieh is eomposed of the stimulus strength 
a(r2) at this point and of the sum of the elementary eontributions of 
the response aetivity p (r 1) dyn in all other volume elements of this 
n-dimensional region. Observing Fig. 13 we obtain for the desired 
response aetivity at r2 

p(r2) = K a(r2) + Y f K(rlr2) p(r1) dyn 
R 

(35) 
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where K(r1l r2) will be appropriately termed the ainteraetion fune­
tion" between points r 1 and r 2' This funetion is analogous to the 
action function in my earlier diseussion and defines the amount of 
aetivity transferred from one point to another. The quantities K and 
y are eonstants. 

Abrief inspeetion of equation (35) shows that it is impossible 
to solve this equation by merely earrying out the suggested inte­
gration, beeause the very variable for whieh we want to solve, 
namely p, is now part of the integrand. Expressions of this type are 
ealled integral equations and the one given in (34) belongs to the 
class of integral equations of the seeond kind. The funetion K (r 11 

r 2) is usually referred to as the "kernel," and methods of solution 
are known, if the kernel possess eertain properties. A partieularly 
"nice" property-that is, one which does not eause too mueh trouble 
in solving these equations-is that of symmetry. A kernel is said to 
be symmetrieal if 

(36) 

This means physieally that point r 1 passes on to point r 2 the same 
fraetion of its aetivity as point r2 passes on to r1' It is c1ear that 
an anisotropie kernel would not possess this friendly property and 
henee, the theory of anisotropie interaction presents some mathe­
matieal diffieulties. 

Sinee for a partieular stimulus funetion a the response funetion 
will be determined by the strueture of the kernel K, the trans form of 

p = Ta (37) 

is eonsequently a funetion of the s trueture of the interaction seheme 

T = T(K) (38) 

This equation represents in a nutshell the justification of the 
title of my paper, beeause the strueture of the kernel K-or its eir­
euitry when realized either in "hardware" or in "software"-provides 
the elue for the kind of abstraction, or "ideation," which this net­
work is able to perform. In other words, the ehoice of the kernel 
K will define the property whieh is extraeted by this interaction 
filter. 

Without going too deeply into the theory of integral equations, 
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I may point out that under certain conditions of the structure of the 
kernel in combination with certain c1asses of stimulus functions, 
the interaction scheme can be transformed into an action scheme. 
Let me quickly demonstrate this idea in the finite, discrete case. 

Assurne n "boxes," P 1> P 2, ••• , P I, ••• , Pn' each of which re­
ceives a stimulus al, and is connected with every other box, re­
ceiving an amount Bj/ from box PJ' The response of box PI is thus: 

n 

Pi = BOi ai + L BJi PJ (39) 
J=l 

As brief inspection will show, this equation is the precise ana-
log to our integral equation (35) in the continuous case, the aj/s 
replacing the interaction function K(r1> r2), and the summation sign 
the integral sign. 

Solving equation (39) for al and introducing two column matri­
ces [al and [pl, we have 

[al = 111 [pl (40) 

where M is the quadratic matrix 

(41) 

with 

(42) 

aO i 
j = i 

Equation (40) can be solved for p by inverting the matrix M: 

(43) 

This is an expression for the simple fact that given n boxes PI and 
their interaction matrix A 

(44) 

it is possible to design an action matrix M- 1 = <I> (A), which is a 
function of the interaction matrix A, such that the action matrix will 
perform the same operation on the stimuli as did the interaction 
matrix. In other words, the action net M- 1 is equivalent to the inter­
action net A. This transformation in indicated in Fig. 14. The orig­
inal topology of the net of a single set of n interacting boxes PI, 
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Pi 

equ. ~ milli 
Pi 

p p 

Fig. 14. Equivalence of an interaction net with an action net. 

has been replaced by a net consisting of two sets, P, q, of tl boxes 
each, Pi and qi' where no interaction between elements of the sets 
takes place, but all elements of P act upon all elements of q. 

However, this transformation is not always possible, because 
for the matrix M there exists an inverse M- l , if and only if the de­
terminant ImiJi does not vanish: 

D = I mii I ,f 0 (45) 

Of course, the same is true for the inverse case, namely that a cer­
tain action function B=llbiill cannot be replaced by interaction func-

tions A=llaiill, if the determinant IbiJi vanishes. It might be inter­
esting to note that the action function adopted in the simple linear 
edge detector of Fig. 1, when connected to a ring with the matrix 

2 -1 0 0 0 0 0 -1 

-1 2 -1 0 0 0 0 

0 -1 2 -1 0 0 0 

0 0 -1 2 -1 0 0 

0 0 0 -1 2 -1 0 
(46) 

0 0 -1 2 -1 

-1 0 0 0 -1 2 

cannot be replaced by an equivalent interaction net. 



72 HEINZ VON FOERSTER 

Similar restrictions in the conversion of interaction functions 
into action functions, as we have just encountered in the discrete 
case, hold also for the continuous case. However, a discussion of 
these restrietions would lead us too far into mathematical details 
wh ich are not essential to my thesis. 

Before concluding this brief expose on linear interaction, let 
me only give you one example of a Gaussian inhibitory interaction 
function: 

(47) 

This is fortunately a typical "nice" kernei, because if the stimulus 
is a periodic function and obeys the n-dimensional wave equation 

(48) 

then the powerful Gauss transformation [10] can be utilized to pro­
duce immediately a solution for the integral equation (35). For n­
dimensional continuum one obtains: 

(49a) 

with 
C(n,k,p) =(yt:J e-(k/2p)2 (49b) 

As a physiological example I may suggest the mutually inhibi­
ting action in the nerve net attached to the basilar membrane, wh ich 
is suspected to have a "sharpening" effect with respect to locali­
zation of frequencies on the basilar membrane. 

Suppose that the signal-in this case the displacement of the 
basilar membrane as a function of distance from its basal end-can 
be expressed in terms of a Fourier series a(a/J b l , A), with coef­
ficients al' b l and the fundamental mode A. Clearly, each term of 
this series satisfies the wave equation (48). Hence, the Gauss 
transform can be applied and the response function p(a/, b/, A) will 
be a Fourier series with the corresponding coefficients a~ and b~. 
Utilizing equations (49a), and realizing that only lengthwise oscil­
lations of the basilar membrane are to be considered (n = 1), we 
obtain the relationship between the coefficients of the response 
function to those of the stimulus function: 
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Since always /L1+l > /LI' the higher modes are enhanced and it is 
clear that a mutual inhibition function with Gaussian distribution 
produces indeed a sharpening of the original stimulus. 

After these examples of linear action and interaction functions, 
I shall conclude my report on property extraction with two examples 
of nonlinear filters. Both of these filters are parallel computation 
networks which do the useful job of enumerating N, the number of 
disconnected objects whose images are projected on a two-dimen­
sional "retina." No counting in the usual" sense of a sequential 
operation takes place. These systems distinguish 15 from 7, for ex­
ample, in one look as we would distinguish green and red in one 
glimpse: "15-ness" and "7-ness" are for these systems different 
properties as "green-ness" and "redness" are two different colors 
for uso 

While the first of these two systems uses a topological property 
of connectedness which has been known since Euler, the latter one 
defines connectedness by recognition of "ON" states of immediate 
neighbor elements. The former system was suggested by Lars 
Löfgren [11], while the latter one has been built by Paul Weston 
[12] and has amused and puzzled not only many visitors to our lab­
oratory but also stole the show at several technical meetings and 
exhibitions. 

Let me first describe the principle of Löfgren's topological 
counting network. 

Consider a two-dimensional layer of photosensitive elements as 
sketched in Fig. 15. 

The elements are partitioned into three groups al, aJ, a? ac­

cording to the figure. The cellular structure is divided into the topo­
logical cell pattern as indicated. The line segments have no phy­
sical significance. Each a? indicates a O-cell, i.e., a vertex. A 
line segment connecting two adjacent O-cells is a 1-cell with an 
a? as a representative. The face bounded by four adjacent 1-cells 
is a 2-cell with an al as a representative. 

When an image is projected onto the layer (L J) some elements 
will be illuminated, i.e., give a quantized response, and the others 
will give no response. According to a well-known theorem in topol­
ogy the number, N, of disconnected objects projected onto L J will 
be: 

N = "2..al + "2..a7 - "2..al (50) 
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Fig. 15. Topological cell pattern with sensors for corners (aO), edges (a 1), 
and loops (a 2). 

where the summations are to be taken over the fully illuminated 
v-cells (11 = 0, 1, 2). This provided that the 2-cells form a funda­
mental set. This is in our structure always the case if each object 
projected onto Li has only one boundary. 

We will now formulate connections between the elements in 
layer Li and the elements of layer L J which map (1-1) each (topo­
logical) cell of Li onto a point element R~ in L J' 
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I 1 

~k 

6(~;) 

Fig. 16. Three different kinds of elements in a second layer responding 
to the activity of the sensors in the first layer of Löfgren's topological 

counting network. 
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The response R~ from each point R~ in L / will be: 

p2 = a(a2) 

(51) 

The meaning of the index notations is as follows. p2 = 1 (R2 
gives a response) only if a(a2) = 1 (the element a~ of layer Li is 
illuminated). Rl, gives response only if the element al, and its two 
adjacent a2-elements are illuminated. Ri gives response only if the 
element a~ and its four adjacent aC-elements are illuminated. This 
specifies the connections between the layers L J and L / and the 
operation of the elements in L /. 

With thismapping, the relation (50) between the number of dis­
connected objects, N, and the topological cells of L J will corres­
pond to the following relation between N and the responses p~ of 
the elements in layer L /: 

N = lpi + Ip2 -lpi (52) 

The summation (52) can be formed in a third layer containing the 
elements e/. 

In Fig. 16 we have illustrated the three different kinds of ele­
ments of layer L / responding to the elements of layer L J (Fig. 15) 
according to equation (52). Figure 17 illustrates the elements of the 
final layer L k' The responses of these elements give in binary form 
the desired number N. All elements are illustrated in terms of 
McCulloch neurons. 

Notice that the thresholds Ov of the neurons in the final layer 
L k depend on the responses of other neurons in the same layer 
according to: 

Ov = M [~ Pp. + 2J 
,t;1 2P. 2v 

(53) 

where M stands for the range of N. This means that the activity of 
this third layer is of the interaction type. The response Pv is the vth 
binary digit of the number of disconnected objects, N. 

Before I describe Weston's counting network, the "Numa-Rete," 
let me point out two more features of Löfgren's three-Iayer system. 
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1 

9 = M [EI 
v fL- 1 

Fig. 17. "End-neuron" in Löfgren' s topologie al eounting network. 

First, the working principle of this system doesn't require a decom­
position of the sensory layer into squares as suggested in Fig. 15. 
We could have worked with any other decomposition into topological 
v-cells, as, for instance, with triangles. Second, images with higher 
topological connectedness, as for example rings or pretzels, would 
give a response per image of magnitude (2-C), where C is the con­
nectivity number. Thus, a ring would give no response (C = 2) and 
a pretzel(C = 3) would give a response of negative unity. However, 
these objects can easily be detected by combining Löfgren's system 
with the counting network I am going to describe now. This counts 
every object as "one," independent of its topological connected­
ness. 
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Fig. 18. The Numa-Rete in the process of counting the 
number of oddly shaped objects. Power supply and decimal 

counter are seen below. 



CIRCUITRY OF CLUES TO PLATONIC IDEATION 79 

Fig. 19. Small seetion of the quadratic array of photocells in the Numa-Rete. 



80 HEINZ VON FOERSTER 

The instrument, which is a system of transistorized printed eir­
cuits, is shown in Fig. 18. Since this network is a "retina" which 
sees the number of objects, we dubbed it the "Numa-Rete." 

Structurally, the network is a rectangular array of 20 x 20 photo­
cells (Fig. 19) connected point by point to an identical array of 

bistable elements, or flip-flops. The flip-flops are connected bilat­
erally along rows and columns of the array such that when one is 
in its "ON" state it will force those directionally connected to it 
to go on, provided these are connected to photocells in shadow. 
Lighted photocells prevent the associated flip-flops from going 
"ON." 

Operation begins with all flip-flops in the "OFF" state. Several 
distinct shadows of objects of any shape whatever-subject only to 
resolution limitations-are allowed to fall on the retina and a flip­
flop connected to a photocell under one particular shadow is turned 
on. All other units under the shadow will go "ON" while the re­
mainder of the network is unchanged. A scanning program, which 
sequentially turns "ON" all elements which are "OFF" and not 
inhibited by a photocell signal, will thus reveal all of the objects 
in turn. Appropriate output signals are obtained by observing changes 
in state of the over-all network, there being one of these for each 
separate object during each scanning pro gram. 

These changes are observed one after the other by a simple se­
quential counter which finally gives the total number of discon­
nected objects in the visual field of the Numa-Rete. Although speed 
was of no concern in constructing this instrument-it was built 
solely for demonstration purposes-the Numa-Rete can count up to 
10,000 objects per second. 

Simple extensions of the principles of this device could yield 
size and position information for each object as well. 

With this practical application of some of the prineiples I have 
been talking about I shall conc1ude my discussion of the various 
ways in which "properties" can be extracted from a set of stimuli 
which represent some of the intrinsic order of the environment from 
wh ich they originated. 

I hope that the thoughts I was permitted to present may serve 
as c1ues to the basic idea that in order for us to be aware of the 
magnificent order of our universe, part of this order must be inher­
ent in uso 
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CHAPTER V 

THEORETICAL MODELS 

OF SPACE PERCEPTION* 

DONALD M. MacKA Y 

1. INTRODUCTION 

1.1. How can we characterize perceptual activity from the 
standpoint of information theory? There are obviously several 
lines of approach. First, functionally, we may consider perception 
as the organism IS answer to the challenge of redundancy in the flux 
of environmental events to which an adaptive response is required­
or rather, redundancy in thesequence of adaptive responses re­
quired [1-4]. Perception is concerned with the statisticallystable 
or quasi-stable features of the environment. Percepts are essen­
tially regularities or compounds of regularities persistent or recur­
rent over a significant interval of space and/or time, and hence 
capable of becoming reflected in the adaptive organizing system. 

1.2. But not every method of profiting from redundancy would 
satisfy us as a model of perceptual activity in animals, stil,1less 
in the human organism. We have therefore a second approach to 
make to this problem, that from the structuralside. We may expect 
perceptual activity to be characterized structurally, and di stin­
guished from other activity in the receptot/effector system, by cer­
tain topological features of the information-flow pattern within the 
organism. Not every stimulus received by the retina, for example, 
is represented in what is perceived at any one time. Perception is 
selective; and whatever activity in the information-flow system of 
an organism mediates perception, it must possess a corresponding 
independence and selectivity of function. 

*Revised. version of a paper read at the Cambridge Conference on Think­
ing, Sept. 1955, under the Utle, "Some Perceptual Problems in Terms of 
Information Flow." 
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Our second line of approach is therefore to consider perception 
as a characteristic activity within the information-flow structure of 
the organism. Various information-flow structures which might sat­
isfy the first functional requirements may then be tested against 
what is known of psychophysiology, with a view to narrowing down 
the field. We may, for example, search for features that are common 
to all known perceptual activity, and absent in activity (even of 
receptor organs) that has no known perceptual correlate. We can 
then turn to the possible information-flow structures and ask which 
of these show a correspondingly fundamental distinction between 
perceptual and other activity. 

1.3. There is a third line of approach which must of necessity 
be more tentative and cautious, but which I think supplies an es­
sential check on any hypothesis that survives the first two. I me an 
the testing of the would-be model in the critical light cif our sub­
jective experience of perception. Subjective impressions we all 
know to be potentially misleading. I think it perfectly fair nonethe­
less that if something purports to be a model of my own information­
flow systein, I should be able to ask what goes on in the model 
when I experience varioussubjective sensations, and that I should 
be guided at least negatively in my evaluation of the model by the 
way in which it stands up to such a test. In these brief notes I do 
not intend to discuss perception in detail under the foregoing heads. 
I have mentioned them only to indicate that all three lines of ap­
proach have contributed to the suggestions which follow, and may 
properly be used in testing their further implications. 

I propose to focus discussion around one central aspect of the 
problem of perception-that of the stability of the perceived world­
or, if you like, the perception of change in space. This will lead us 
in passing to consider voluntary activity on the one hand, and per­
ceptual anomalies and disorder on the other. Throughout we shall 
have as a background to the discussion the approach outlined in 
earlier papers [1,2,5,6] but familiarity with these papers will not 
be essential in following the present argument. 

2. A F MULI AR EXAMPLE 

2.1. Let us begin with a familiar example of the problem of sta­
bility. When I move my line of gaze voluntarily from left to right, 
the visual field does not appear to move, although the visual image 
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moves across my retina. When, however, I move the line of gaze 
through the same angle by pressing on the corner of the open eye­
lid,so gently as to rule out any possibility of mechanical distor­
tion of the eyeball, I perceive violent movement of the visual field 
from right to left. 

2.2. The "explanation" usually offered for this effect is that 
the innervation of oculomotor musc1es provides "compensation" 
which is absent when rotation of the eyeball is due to other causes. 
This is rather vague, and suffices only to raise further questions. 
How does innervation of eye musc1es result in such accurate com­
pensation for the retinal image displacement? Is it done by precom­
putation on the basis of the outgoing oculomotorstimuH (the "out­
flow" theory)? If so it reHes with remarkable success on the trans­
fer characteristics (the input-output relations) of the oculomotor 
system. Is it done by postcomputation on the basis of propriocep­
tive stimuli from the oculomotor musc1es (the "inflow" theory)? This 
is perhaps one way in which a designer o{ automata wouldsolve 
the problem. It exchanges uncertainty as to the transfer character­
istics of the oculomotorsystem, for uncertainty as to those of the 
proprioceptors, which might weIl be morestable-if in fact there 
were proprioceptors of adequate accuracy in the right places and in 
adequate numbers. But are there? In the goat, Whitteridge [7] has 
found some, and in man they have been reported, but with little 
evidence of anatomical connections, andstill less of accuracy, of 
the sort required by a "compensation" theory. Clearly this would 
be a shaky hypothesis on which to base a general theory of the ob­
served stability of the visual world-though I confess that for a 
time I could think of no better, and the notion has recently been 
canvassed afresh [8]. 

2.3. But in fact there is another possibility, which takes us a 
stage further back. We have so far been considering the voluntary 
eye movement itself as a fait accompli: something that has happened 
for reasons of its own, with certain unfortunate consequences for 
the retinal image which we must now annul as best we can. Sup­
pose, however, that we ask how-in what circumstances and in 
what way-the voluntary movement itself comes about. When do I 
move my eye voluntarily?-When I want to look elsewhere. How do I 
judge the movement is satisfactory?-By the change which has 
taken place in the retina! image. 
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Heresurely is the key to our problem. The change in the retinal 
image under voluntary movement is not merely a consequence of the 
movement: it is its goal. The stability of the visual field under 
voluntary movement is not a deduction from cues, but a presupposi­
tion or null hypothesis on which the voluntary movement is based. 
Such at least is the view which I want to put forward now and to 
explore a little further. We might express it, at this level, as sug­
gesting that in voluntary eye movement the retina is steered over 
the visual image; i.e., that there is a elose analogy between the 
use of oculomotor museles to enable the optical projection of the 
retina to crawl or hop over the visual field, and the use of leg and 
arm museles to enable the body to crawl or hop over the locomotor 
(tacti1e) field. In each case the activity results in changes in sen­
sory input; but if a man crawls hand-over-hand through a familiar 
room in the dark, it never occurs to us tosuggest that thesucces­
sion of tactile motion-signals he receives must be internally "com­
pensated" by "inflow" or "outflow"signals from his locomotor sys­
tem. Of course not. It is by these motion-signals (inter alia) that 
he issteering. Were they to disappeal', he would have the impres­
sion that his world was unstable-had ceased to be a stable frame­
work within which to navigate. 

Similarly with oculomotion, Isuggest that we have just as little 
reason tb invoke a "compensatory" mechanism to explain the sta­
bility of the perceived world. The oculomotorsystem pushes the 
retinal image behind it, so tospeak, as a man walking over a field 
pushes the ground behind hirn. A voluntary movement is not com­
plete until the retinal image has changed in the required way to its 
new goal-state. The visual fieldseems to move only when the cur­
rent state of the retinal image differssufficiently from the current 
goal-state. This implies that insomespecial cases asensation of 
field movement may be expected even with astationary retinal 
image: namely, in cases where the image displacement that is the 
goal of a voluntary eye movement is prevented bysome external 
means. (This does not, however, furnish aspecific test of the hypo­
thesis,since thesame could hold for the two first considered.) 

3. THE ALTERNATIVE FLOW SYSTEMS 

3.1. Let us now discuss the three hypotheses more generally in 
terms of the information-flow systems concerned. The problem is 
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posed in Fig. 1. The receptor 'system R ofan organism receives 
'signals in various modalities from the world of activity W. The 'sig­
nals from Wundergo various transformations T as a result of the 
activity of the organism's effector 'system E. For example, E may 
rotate the eyeball and 'so displace the visual image of W on the 
retina; or it may move the whole organism in the world andso pro­
duce relative motion among portions of the visual image, changes 
in binocular disparities, and the like. E mayaiso aet mechanically 
on objects in the world W, but the changesso brought about in the 
'signals from Ware not inc1uded among the transformations T. The 
latter represent ehanges only in the eharaeteristies of the informa­
tion channel from W to R, brought about by voluntary activity, and 
not ehanges in W itself, even thoughsueh ehanges may be neees­
'sary aee9mpaniments of the ehanges in the information ehannel. 

Thus if I walk toward a radio set, the attenuation of the aeous­
tie ehannel between it and my ears is reduced. Such a change is 
included in the transformation T. If at the same time (as is quite 
coneeivable) the movement of my body upsets the radio and, let us 
say, reduees its aeoustie output, this change is not inc1uded in the 
transformation T. The reduction in output is a genuine change in 
state of the world, and not merely a transformation of the ehannel 
by which the world is observed. 

To 'sum up, then, the organs of the receptorsystem R reeeive 
an input T(W) which embodies a representation of the world of aetlv­
ity W. This representation is liable to be transformed in a variety 
of ways (represented by different forms of the operator T), depend-
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Fig. 2(a). Outflow theory. 

ing on the activity of the effector system E. The result is an out­
put from R which varies with the activity of E even when the world 
W isstationary. The problem is to devise a satisfactory informa­
tion-flow model in which transformations resulting from voluntary 
effector action do not give rise to the spurious perception of change 
in the world W. 

3.2. The two possibilities considered and rejected at the be­

ginning of thissection are illustrated in Figs. 2(a) and 2(b). In 
both, the output from R is passed through a compensating system 
adjusted to perform the transformation inverse to T -to cancel the 
effect of T. Following the usual convention we may call this trans­
formation r l • The compensating transformation isselected in Fig. 
2(a) according to signals from the input to the effectorsystem. This 
arrangement clearly relies on thestability of Eis transfer charac­
teristic. In Fig. 2(b) compensation is controlled according tosig-

Fig. 2(b). Inflow theory. 
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STiM. TO 

VOl. ACTION 

Fig. 2(c) 

nals from the output of E-in practice genera ted by proprioceptive 
organs whose stability must again be relied upon. (This is the 
usual way of stabilizing aradar picture on board ship against the 
movement of the 'shipls head.) 

In both of these theories the stimulus to effector action is taken 
for granted and its origin is not considered. The problem is regard­
ed as one of stabilizing the received input against transformations 
produced by a11 effector activity, however stimulated. 

3.3. Figures 2(c) and 2(d) 'show two possible alternatives to 
these hypotheses, along the lines of our present approat;:h. In both, 
the stimulus to effector action comes by way of a discriminator of 
mismatch or "comparator lf C, whose function is to drive the effector 
system until the received signals T(W) match an internally pre­
scribed standard. In Fig. 2(c), astable internal representation of 
the world Wundergoes a transformation Tl before comparison with 
the output of R. If the internal representation of W is correct, the 
comparator C will drive E until T matches Tl' Voluntary activity, 
on this model, is initiated by altering the intemal transformation, 

Tl' 

STiM. TO 

VOl. ACTION 

Fig. 2(d) 
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In Fig. 2(d), it is the output of R that undergoes a transforma­
tion T 2 before comparison with thestable internal representation of 
W. Here C will drive E until T matches the inverse of T 2, if the 
interna! representation of W is correct. Voluntary activity is again 
initiated by altering the internal transformation, T 2' 

In both of these cases the stimulus to the effectorsystem arises 
from mismatch between the goal-state prescribed by the internal 
transformation (T 1 or T 2) and the actualstate of the transformed 
recepta T(W). Thus the change in the transformation T which re­
sults from voluntary activity is a change toward equilibrium (the 
new equilibrium prescribed by the change in Tl or T 2) and not a 
disturbance of equilibrium. If we make the reasonable assumption 
that perception of change is aroused only by disturbances of equi­
librium, weshall not in these circumstances expect any world­
change to be perceived. 

4. THE SIMPLIFIED FLOW MODEL 

4.1. When we come to consider practical details, Fig. 2(c) and 
2(d) are not as greatly different as they might seem at first sight. 

In practice the transformations Tl might well be achieved by ad­
justment of the operating conditions of the comparator C, which will 
of course be an exceedingly complex network. If Tl and T 2 are in­
corporated into C we arrive at a single flow system as in Fig. 3, 
where the stimulus to voluntary action is effectively a change in 
criterion of mismatch in the comparator C. 

4.2. We may now consider briefly how this system would re­
spond to other than voluntarily induced changes in signals from the 
world. In the first place, an alteration imposed on T at point (b) in 
Fig. 3 (for example, a forced rotation of the eyeball) will give rise 
to an immediate mismatch between the inputs to the comparator, 
which its output cannot remove if (b) is firmly held. The only way 
of removing mismatch is to alter the internal representation of W or 
of course to change the goal-setting of C. Both of these, as we shall 
see, may be considered acts of perception, on the present model. 

4.3. A change actually taking place in the world W [point (c)] 
cannot in general be matched by alterations of T or C and demands, 
as itshould, a change in the internal representation of W before 
balance can be restored. * 
*In some well-known cases, however ("illusions"), it can be satisfied by 
more than one change in W', or by noncorresponding changes .. 
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STiM. TO 

VOL. ACTION (a) 

Fig. 3 

4.4. Artificial stimulation of the effectorsystem [point (a)] will 
generally give rise tosimilar perceptual effects to those of the im­
posed alteration at point (b), considered above. The chief difference 
will be in the proprioceptivesignals generated, which will have 
oppositesense in the two cases. (The proprioceptivesystem is not 
shown in Fig. 3.) 

4.5. Paralysis of the effectorsystem will give rise to uncor­
rectable mismatchsignals whenever voluntary movement is attempt­
ed,so that the world-representation will be displaced in the direc­
tion of the attempted movement. 

4.6. These examples are far from exhaustive, but they may indi­
cate the kind of test to which tbis flow model is open. 

5. THE INTERNAL REPRESENT ATION OF THE WORLD 

5.1. So far, apart from our brief indication that a genuinely 
changing world could be matched only by a change in the internal 
representation of it, we have been assuming a stationary world of 
activity. We have in fact been tackling the problem of the nonper­
ception of apparent change. This brings us to the point at which we 
link up with the earlier papers [1,2,3,4,6] and go on to discuss 
more briefly the perception of genuine change in lV. Along our pres­
ent line, this amounts to discussing possible ways in which the 
internal representation W' may be kept modified to match the changes 
in W. 

5.2. It will be remembered [2] that thesystem is presumed to be 
continually guiding itself toward the achievement of a hierarchy of 
goals, the avoidance of undesirable limits, and the establishment 
of desirable relationships, by the continualselection of appropriate 
effector activity. The goal we haveso far considered is that of 
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maintaining a match between the internal world-representation W' 
and the world W. If the changes in W showed absolutely no redun­
dancy (in the information theoristls sense) in their demands on the 
internal representation, there would of course be no scope for con­
ceptualization or perception in terms of invariants. The system em­
bodying the internal representation could only be a completely flex­
ible "imitator" devoid of any stable structure. The appropriate repre­
sentation to match the input from receptors could be selected under 
the guidance of the mismatch signal from C, by an internal depart­
ment or "bureau of internal affairs" of the effector system, Ei (Fig. 
4). (The "bureau of extern al affairs" is now represented by E e .) 

The informational requirements of EI for adaptive success have 
been discussed elsewhere [1]. Suffice it to say that with no redun­
dancy, if C does not supply information in enough detail, the deficit 
can be made good only by successive approximation in W', and then 
only if the features to be perceived in Ware changing sufficiently 
slowly. 

5.3. If, however, the changes in W show redundancy (statistical 
regularity) in their demands on W', the information required from C 
may be much reduced, in two ways. 

(a) In the first place, sequences of changes in W' which are fre­
quently called for mi:lY be generated as "wholes" by ·suitable inter­
nal "organizing subroutines," instead of having to be guided in 
detail by C. These subroutines may be partly inbuilt, partly devel­
oped as the result of experience [1,2]. 

(b) In the second place, the received signals, suitably filtered, 
together with proprioceptive and other internal data, may be used 
as cues for the selection of the appropriate subroutines. 

5.4. We thus find a place for two kinds of process by which 
invariant features of the field of activity may find internal repre­
sentation. In earlier papers [1, 3,4] I have drawn a sharp contrast 
between representations using (a) an outwardly directed, ~nternal 
matching-response to the input and (b) an inwardly directed filtrate 

. of the input. Here we see how the two, nevertheless, may fundion 
in combination to make efficient perception possible. The second 
kind, according to this model, may serve to adjust the relative 
probabilities of different modes Qf activity of the· first kind. But, 
as earlier, I would tentatively associate perceptual activity only 
with (a) the outwardly directed internal response, and not with (b) 
the incoming signals from the filter. 
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6. PERCEPTION AND ACTION 

6.1. The biggest diffieulty in theoretieal model making such as 
tbis is to pereeive and profit from thesimplifieations which are 
possible in design, owing to the interdependenee of the various 
funetional demands made on the information-flow ·system. Our think­
ing, in other words, has eonstantly to be disciplined and pruned by 
an apprehension of the organism in its environment as a funetioning 
whole. Thesheer diffieulty of bearing in mind all, or even enough, 
of the eonsequent easements of design eriteria, is responsible in 
praetiee for many a falsestart. The designer of information-flow 
systems has eertain well-established techniques for transducing, 
classifying, and employing information. It is natural for hirn to be­
gin model building by eombining his standard teehniques in physio­
logically eoneeivable ways, and only afterwards asking whatsim­
plifications may be allowed (or demanded) in thespecial ease of 
the living organism. But by then it may be too late. We have met 
one ease in point at the beginning of this paper. We now proeeed to 
aseeond illustration. 

6.2. The primary function of pereeption is to prepare the organ­
ism for action appropriately adjusted to thestate of affairs per­
eeived. 

The designer of automata might first naturally argue as follows. 
"(1) The pieture of the world presented by the reeeptors (of all 

modalities) to the organism will depend on the whereabouts of the 
organism in .its world, and on the relative positions, orientations, 
ete., of the stable or quasi-stable objeets which may move about in 
the world. We must therefore begin by ineorporating asystem to 
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transfonn each particular pieture into a representation in terms of 
invariant features or ·universals· plus their accidental properties 
(position, brightness, loudness, or the like). 

"(2) We must next arrange that tbis representation of the re­
ceived information modifies and keeps up-to-date an internally 
stored representation of the total world of activity of the organism. 
[Whether this abstractingsystem gene rates its output as a passive 
filtrate of the input or an active matching-response to it (5.4) does 
not at this point make any difference.l Tbis must be coupled to a 
control system in which the conditional probabilities of effector 
action in different circumstances are adjusted. With the help of 
logical computing networks, we can ensure that the implications of 
each item of abstracted information are reflected in the conditional 
probabilities of action in a11 possible circumstances (the condi­
tional probability matrix or C.P.M.).· 

The total·system resulting from this approach is outlined in Fig. 
5. A is the abstracting ·system whieh breaks down the information 
from the receptor ·system R into terms of uni versals and their par­
ticular qualifying properties, andsupplies it to thestored repre­
sentation P of the world W. S is the control system that receives 
the data from P andsets the conditional controls (configuration of 
thresholds) of the effectorsystem Einsuch a way as to further the 
goals of the organism. 

6.3. But let ussee what happens when we begin to prune. Dom­
inant in thestored picture P of the world, kept up-to-date by A, 
there is the representation of the organism itself in its world. (Dr. 
von Foerster has pointed out that the devotees of this model stand 
in danger of a logically infinite regress, having to represent a pie­
ture within a picture within a picture ... indefinitely.) Every move­
ment of the organism, whether voluntary or otherwise, must bere­
flected in changes of thestored picture of the organism-plus-world, 
producing corresponding changes in the C.P.M. for effector action­
the "total ·state of readiness.· At the ·sam e time,such movements 
must have demanded corresponding changes in whatever rules of 
transformation are used within A to compensate for the effects of 
the movement on the received signals. Thesame is true for any 
other changes in the field. If they are to be categorized, and to have 
appropriate effects on action and readiness for action, they must 
induce corresponding changes within A, P, and S. If a cup of tea is 
is placed in front of me, for example, (a) I perceive not aseries of 
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Fig. 5. A popular but highly inefficient model of informa­
tion processing in the organism. 

cups,* but asingle cup in motion, coming to rest at a certain posi­
tion; (b) from now on I know it is there; (c) my motor system is ad­
justed so that I am not only ready to pick it up, but also (I hope) 
to avoid knocking it over in any other movements I make. On the 
naive model of Fig. 5, (a), (b), and (c) entail separate but correlated 
changes in A, P, and S. Again , if I turn my chair through a right 
angle, further triply correlated changes of anothersort are neces­
sary in A, P, and S. 

Now what are changed in A and S are essentially the rules of 

transformation by which on the one hand (in A) a particular picture 
is transformed to a description in standard categories or "uni ver­
sals," and by which on the other hand (in S) a desired pattern of 
action described in standard categories is transformed into a partic­
ular sequence of effector activity. 

At once we ask ourselves: Does thesystem ever in practice 
have to alter oneset of rules without the other? If not, then it may 
be unjustifiably complicated. We have allowed it to develop as if a 
master controller weresitting at P, receiving predigested informa­
tion about the world from A, and issuing orders couched in general 
terms, which have to be transformed by Sinto particular instruc­
tions. This has led us at first to install two separate transforma­
tionsystems,A and S. But if A and S are always linked, as in prac­
tice they would seem to be, then we naturally ask whether one unit 
could not be used for both purposes. Can we not consider a model 
in which the incoming data from receptors and the outgoing instruc-

*It may be noted, however, that with some types of brain lesion the patient 
complains of just such a "palinopsia" [9,10]. 
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tions to effectors pass in opposite directions through the same 
transforming network, thereby ensuring that perception and readi­
ness for action are automatically matched? 

6.4. As a simple illustration of this principle, we could imagine 
a lamp signal er on board ship, sending and receiving messages to 
and from an aircraft through a mirror system. If the ship changes 
course, the received image will normally change its position, and 
the transmitted beam willlikewise move off target. But if the mirror 
system is automatically adjusted to compensate for the movement, 
then both the received and transmitted beams can remain on target; 
and as the aircraft moves, the operator on board ship need a110w 
only for its own movement. The transformation performed on the 
received signal is inverse to that performed on the transmitted one. 

The illustration brings out a further point. The setting of the 
mirror system at any one time forms a representation of the relative 
bearing of the aircraft and ship. It represents one relevant struc­
tural feature of the field of activity. If the mirror system were in 
two parts, one compensating for ship movement, the other for air­
craft movement relative to the earth's surface, then they would 
represent two corresponding structural features, and so on. 

6.5. We are thus led to a final suggestion. Could not the total 
structure of the transforming network which combines the functions 
of A and Sserve also as the internal representation of the whole 
world of activity? This would in Fig. 5 dispense with P, in which 
the changes were always correlated with those in A and were thus 
informationally redundant. It would .also obviate any danger of a 
logical regress,since in this form self-representation would be im­
plicit instead of explicit. 

This suggestion is feasible only if we can contrive the neces­
sary transforming network to combine the functions of A and S. The 
difficulty is that not a11 transformations of ·signals in a network can 
be inverted simply by passing thesignals backward through the 
same network. It is true that size dilatation, rotation, and the like 
are readily reversible in some kinds of network; but not a11 even of 
these are physiologica11y realistic. 

I have not attempted to devise networks which might be used 
reversibly in this way, for there is asimplersolution open to uso In 
6.2 we agreed that A might function either (a) by filtering the input 
through suitable networks to produce invariant outputs, or (b) by 
generating invariant internal matching-responses to the recepta. In 
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case (a), the transformation produced by A has to be effected on 
inwardly directed signals. In case (b), however, the signals to be 
transformed are outwardly directed matching-responses. 

If then we choose (b) as our basic perceptual model, we dispose 
of any necessity to postulate a reversible network, or to realize the 
inverse to a11 likely transformations. The transformations required 
in both A and S will then be essentially the same, and will each be 
effected on outwardly directed responses. In the jargon of control 
theory, the inverse of the transformation in S will be realized in A 
by using the same network in a feedback loop. 

6.6. So, finally, we abandon the initial approach of Fig. 5, 
which has served us we11 enough, albeit treacherously, as prelimin­
ary scaffolding. Instead we arrive at Fig. 6, which I think shows 
promise of providing a firmer skeleton. It is essentially the system 
described in references 1 and 2; but we have arrived at it from a 
different direction. In the earlier papers the emphasis was on the 
exploitation of redundancy. In our present approach we have been 
concerned with the transformations of activity patterns needed to 
match a particular kind of redundancy-that which is related to move­
ments of the organism and of entities in its world of activity. 

In Fig. 6 the core of the organism is a hierarchica11y organized 
active system 0 of organizers, whosestatistical pattern of inter­
connections implicitly depicts the organismls world of activity, as 
so far discovered by it. The main lines of organization may be sup­
posed to be genetically determined; the details will be "self-organ­
ized" [2]. These organizers form an "internal department" of the 
effector system (the "bureau of internal affairs"), framing internal 

Fig.6 



98 DONALD M. Mac KAY 

Fig. 7 

representations of percepts by generating matching-responses under 
the guidance of the comparator C, and at thesame time organizing 
appropriate external effector activity by E e (the "bureau of external 
affairs"), in W. The relative probabilities of different trial activi­
ties in 0 are weighted by the detector system D, w hich filters from 
the receptasuch clues as they provide to the choice of an appro­
priate organizing routine to match a given sensory input.* The struc­
tures of Fig. 3 are included within 0 in Fig. 6. Dr. Beurle has made 
the attractive suggestion that our sense of the familiarity of well­
known objects may derive from the output of the comparator, C. 

7. SOME ILLUSTRATIVE ILLUSIONS 

Two striking illusions discovered in the course of experiments 
in this field [12] may help to bring out in conclusion the main point 
of this paper. 

7.1. If a pattern such as Fig. 7 is viewed with one eye covered, 
and its image slightly displaced to and fro on the retina by the 

* An important example of such a detector system would appear to exist in 
the eye of the frog [11]. 
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gentlest of pressure on the corner of the open eyelid, astriking 
distortion of the field is seen. Rays lying in the direction of image 
displacement appear to move to and fra, fanwise, at right angles to 
the direction of motion, as if on an expanding and contracting sur­
face. When, however, a marker such as a black thread is laid across 
oneside of the pattern, perpendicular to the direction of image dis­
placement, the "rubbery" expansion in its neighborhood is inhibited, 
though it continues on the opposite side of the center, where there 
is no marker. 

The moral would seem to be that the changes in lV' (which con­
stitute perception) are the most informationally parsimonious that 
will match the incoming stimuli: in other words, that perception is 
organized on the principle of a grudgingly modified null hypothesis. 
Since only the motion-component normal to a smooth contour gen­
erates a signal, this is a11 that is perceived and the metric of space 
as perceived is warped accordingly. With a marker to give a second 
contour at right angles, full motion must be represented in W' and 
space is no longer perceived as warped. 

7.2. If aself-Iuminous object such as the glowing cathode of a 
tube is viewed monocularly in a room lit by intermittent flashes at 
perhaps 5 to 10 persecond, and the eyelidsimilarly pressed in and 
out, thesensitivity to displacement of the image of the room is dra­
matically less than that for the self-Iuminous cathode, which can be 
seen to move bodily out of and into its glass envelope while the 
latte!: appears to remain at rest [12]. Displacement of the image in a 
mirror has asimilar effect. Once again the illusion presses horne 
the moral that what is perceived, however conceptually improbable, 
is the most informationally economical transformation of W' that 
will match the input. In a'stroboscopic image the absence of velocity 
can apparently reduce the information content of the mismatch sig­
nal (due to image displacemen~) below the threshold for the com­
parator C, so that for sm all displacements (easily seen in a seH­
luminous image), no motion is perceived. 

7.3. To these illustrations may be added a host of others,some 
of which were referred to in our discussion. Thus with distorting 
spectac1es [13, 14] the "renormalization" of the world is greatly 
hampered unless the subject can move freely in it, anJ is acceIer­
ated in those regions with which he interacts. Dr. Beurle has re­
marked on the sensation of "swimming uphill" in a pool on a rolling 
ocean liner. Astriking kinesthetic parallel can be noticed when 
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driving a car if the accelerator is depressed when the engine is un­
expectedly inoperative (as when running out of fuel): one has a 
strong momentary sense of being "thrust back." Examples like these 
bring out the force of the "null hypothesis· principle on which per­
ception is organized. 

7.4. This leads us back to our original problem, the question of 
why the world does not seem to move with voluntary eye rotation. 

Our solution, it will be remembered, has been to regard the image 
displacement in that ca se as a change toward (maintaining) equilib­
rium: a matching-response to a change in the goal-setting of the 
oculomotor-retinal system. The point that remains to be made is 
that the threshold for mismatch detection in such goal pursuit can 
(and should from an informational standpoint) be much higher during 
eye movement than during steady fixation. It should in fact vary 
direct1y with the precision of the effector action giving rise to the 
image displacement. To return our earlier analogy, if a man can 
jump with an accuracy of ±1 ft, he cannot justifiably infer that he 
is on an unstable platform unless the position of the configuration 
around hirn when he lands differs by more than 1 ft from that which 
he intended. Yet once he has landed, he could detect a movement 
of a fraction of an inch. Similarly, in a saccadic eye movement it 
would be absurd (and quite unnecessary) to postulate that the goal 
is prespecified and pursued with an accuracy comparable with the 
resolution of thestationary eye. In such a case the target might 
simply be "get the image over this way until it roughly meets such­
and-such a criterion"; and provided that the criterion was not trans­
gressed significantly (in the informational sense), no question of 
instability in the visual world could be raised by such image 
changes as take pI ace. One way of putting it is that these changes 
have noselective information content, since they are 100% redun­
dant. 

7.5. The nearest relative to the present theory in neurological 
literature is, I think, von Holst's postulate of a "reafference princi­
pIe" [15], devised originally to explain the optically guided pursuit 
of prey in animals. As I was unaware of this work when the pres­
ent paper was first drafted (in 1955), the relation of the two ap­
proaches may bear some comment. As shown by Fig. 8, taken from 
a more recent paper [16], he regards voluntary eye movement as en­
tailing the matching of the optical motion-signals ("reafferenz") 
against an "efferenzkopie" derived from the innervation of the ocu-
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lomotor system, the difference between the twö giving rise to per­
ception of motion. Thus (if I understand von Holst correctly), the 
normal image displacement is a change toward equilibrium, as in 
our model; yet curiously enough the flow map of Fig. 8 is almost 
exact1y that of Fig. 2(a), with the inverse transformation 'i-I simply 
a subtraction of the "efference copy" of motion desired, from the 
motion of the retinal image. Thestimulus to the oculomotor muscles 
is represented as a "command from a higher center" [16], and the 
"efference copy" is precomputed from it, as in Fig. 2(a); whereas 
in our present model we have found it desirable to make the com­
parator system itself at least partly responsible for driving the 
muscle, and the voluntary "command from a higher center" would 
function by changing the ctitetion of equilibtium of the comparator, 
togethet with its thteshold fot discrimination of mismatch. Without 
these provisions it is difficult to see how the theory represented by 
Fig. 8-despite its important insight into the status of receptorsig­
nals resulting from voluntary movement-can escape the stock ob­
jections to a "compensatory" version of Fig. 2(a). 

8. CONCLUSIONS 

8.1. The main argument of this paper is that the problem of the 
perceptual stability of space has traditionally been wrongly posed. 
Instead of regarding stability as an achievement requiring continual 
and accurate informational justification, it is suggested that we 
should regard perception of change as the achievement requiring 
adequate information to justify it, with stability as the null hypo­
thesis. 

8.2. A model designed on these lines would maintain a stable 
internal representation of its world unless incoming signals differed 
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significantly from the class ofsignals required on the null hypo­
thesis; the thresho1d, and the criterion, ofsignificant mismatch 
being determined by the nature of current activity. 

8.3. On this model, the incomingsignals resulting from vo1un­
tary activity in astab1e world will be part of the goal of that activ­
ity, evoking no mismatchsignals (and hence nospurious perception 
of instability)so 10ng as the activity organized on the null hypoth­
esis issuccessfu1 within the limits of accuracy of the effectors 
concerned. On1y if the incomingsignals fail to register the required 
changes will the null hypothesis be disconfirmed, and change of the 
spatia1 frame perceived. This will occur either if genuine change 
takes p1ace in the world or if the effector chain is hinderedsuffi­
ciently from its normal function. 

8.4. In keeping with this view, thestimu1us to vo1untary activ­
ity will be a change in the criterion (including normally the thres­
hold) of mismatch between the incomingsignals and the current 
goa1-state, rather than a direct signal to the effectors alone. The 
1atter will receive at least some of their controlling signals from 
the comparator system that evaluates mismatch, driving them to re­
duce the mismatch. 

8.5. Since vo1untary movement requires exactly corre1ated trans­
formations in (a) the interna1 representation of the organism in its 
world, (b) its repertoire of adaptive acts and readiness-to-act in the 
world, and (c) its criteria of mismatch for the signals received from 
the world, it seems natural to postulate that al1 three transforma­
tions are mediated in the same network: that the motion of the or­
ganism in the world is implicit1y represented by the transformations 
which it demands. 

8.6. By thesame token, genuine motion of the environment will 
be represented by corresponding changes in the network that organ­
izes behavior to match it, including its visua1 and other corre1ates. 
The activity of keeping this network up-to-date is then the corre1ate 
of perception. 

8.7. Although perception is thus regarded as an outward1y di­
rected "matching-response," it may be greatly facilitated and ac­
ce1erated by incoming "filtrates" of statistically significant fea­
tures in receptor signa1s,serving to narrow the range of possib1e 
matching-responses. Geometrica1 and other illusions can be regard­
ed as a resu1t of the overbiasing of the criterion of mismatch by 
stimuli disproportionate1y rich in onesuch feature. 
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8.8. From asystem-engineeringstandpoint the main difference 
between this type of model and those invoking "compensation" is 
in thestandards of accuracy demanded in the various transducers, 
and in the use made of the "inflow" and "outflow" signals. It would 
seem therefore that the ultimate test of such a theory must be quan­
titative as weIl as topological. 
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CHAPTER Vl 

LOGISTICON* 

WARREN S. Me CULLOCHt 

SUMMARY 

Any logical function of II arguments can be represented by a single 
Venn diagram, each of whose spaces contains a 0 or 1 in Boolean 
fashion. Using 1 for true and 0 for false they constitute the truth 
table of the function. The laws by which such functions operate 
upon each other will be simply stated, and the theory will be ex­
tended to cover probabilistic logic by the introduction of p's in the 
pi aces norma11y restricted to 0 or 1, where 0 ~ p ~ 1, thus producing 
a way of evaluating a11 such functions on simple digital calcula-

*In connection with his Summary the author wrote to us in a letter of 
April 20, 1960: "My title, however, is taken from the Pythagoreans, for I 
shall deal with the brain only as a device for handling arithmetic. Hence 
'Logisticon,' and I will send you a copy of what I have proposed origi­
nally on this score to CoHn Cherry." Because Dr. McCulloch's oral paper 
"Logisticon," summarized above, is so similar in its conclusions to what 

he presented at the Ninth Alfred Korzybski Memorial Lecture of March 12, 
1960, the substance of that lecture-not heretofore released in book form­
is now quoted in extenso with the kind permissions of both the author and 
the Institute of General Semantics, wh ich had offset the lecture in Nos. 
26/27 of its Bulletin under the title "What Is a Number, that a Man May 
Know It, and a Man that He May Know a Number?"-Ed. 

tThe work cif the Research Laboratory of Electronics, of which the author 
is a staff member, is supported in part by the U.S. Army (Signal Corps), 
the U. S. Air Force (Office of Scientific Research, Air Research and 
Development Command), and the U.S. Navy (Office of Naval Research). 
The work of Dr. McCulloch's group also receives support from National 
Institutes of Health and Teagle Foundation, Incorporated. 
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tors. Every such Venn function can be realized by a formal neuron 
at a fixed threshold which merely adds afferents. By chan ging the 
threshold in unitary steps, any such neuron may be made to co m­
pute a dissimilar function for every step, thus producing 2n + 1 
functions ranging from contradiction to tautology. It is necessary 
and sufficient to assure excitation at the neuron, and inhibition of 
two kinds, one of which raises the threshold of the neuron while 
the other prevents an impulse over an afferent fiber from reaching 
the neuron. The method of construction and minimization of the re­
quired constructions for such dia grams will be given. 

Combinationsof these dia grams will be used for the construc­
tion of infallible nets of fallible components for n > 2, and they 
will be examined to show the limits of that infallibility under per­
turbation of threshold, amplitude of signals, synapsis, and even 
scattered loss of neurons. We will show how nets can be construct­
ed which are logically stable under cornmon shift of threshold which 
alters the function computed by every neuron but not the input-out­
put function of the net. In passing, we will show the construction 
of polyphecks, that is, all of those Venn functions which, when 
e;iven n arguments, can produce all functions. 

Finally, we will examine the flexibility of minimal nets, con­
sisting of n + 1 neurons with n inputs for n = 2 and n = 3, and show 
that the former can compute 15 out of the 16 logical functions, and 
the latter 253 out of 256. 

THE LOGIC OF RELATIONS 

The logic of relations and the logic of propositions really began 
in the latter part of the last century with Charles Peirce as their 
great pioneer. As with most pioneers, many of the trails he blazed 
were not followed for a score of years. For example, he discovered 
the amphecks-that is, 1 not both ... and .. ,I" and lneither ... nor r, 
which Sheffer rediscovered and which are called by his name for 
them, "stroke functions." It was Peirce who broke the ice with his 
logic of relatives, from which spring the pitiful beginnings of our 
logic of relations of two and more than two arguments. So completely 
had the traditional Aristotelian logic been lost that Peirce remarks 
that when he wrote the Century Dictionary he was so confused con­
cerning abduction, or Apagoge, and induction that he wrote non­
sense. Thus Aristotelian logic, like the skeleton of Tom Paine, was 
lost to us from the world it had engendered. Peirce had to go back 
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to Duns Scotus to start again the realistic logic of science. Prag­
matism took hold, despite its misinterpretation by William James. 
The world was ripe for it. Frege, Peano, Whitehead, Russell, and 
Wittgenstein, followed by a host of lesser lights, but sparked by 
many astrange character like Schroeder, Sheffer, Gödel, and com­
pany, gave us a working logic of propositions. 

By the time I had sunk my teeth into these questions, the Polish 
school was weH on its way to glory. In 1923 I gave up the attempt 
to write a logic of transitive verbs and began to see what I could do 
with the logic of propositions. My obj"ect, as a psychologist, was to 
invent a kind of least psychic event, or "psychon," that would have 
the following properties. First, it was to be so simple an event that 
it either happened or else it did not happen. Second, it was to hap­
pen only if its bound cause had happened-shades of Duns Scotus!­
that is, it was to imply its temporal antecedent. Third, it was to 
propose this to subsequent psychons. Fourth, these were to be com­
pounded to produce the equivalents of more complicated propositions 
concerning their antecedents. In 1929 it dawned on me that these 
events might be regarded as the all-or-none impulses of neurons, 
combined by convergence upon the next neuron to yield complexes 
of propositional events. 

A NEURON CALCULUS 

During the nineteen-thirties, under influences first from F. H. 
Pike, C. H. Prescott, and Eilhard von Domarus, and later from 
Northrop, Dusser de Barenne, and a host of my friends in neurophy" 
siology, I began to try to formulate a proper calculus for these 
events by subscripting symbols for propositions in some sort of 
calculus of propositions (connected by implications) with the time 
of occurrence of the impulse in each neuron. 

Neurophysiology moved ahead and, when I went to Chicago I 
met Walter Pitts, then in his teens, who promptly set me right in 
matters of theory. It is to hirn that I am principally indebted for aH 
subsequent success. He remains my best adviser and sharpest 
critic. This will never be published until it has passed through his 
hands. In 1943, he and I wrote a paper entitled "A Logical Calculus 
of the Ideas Immanent in Nervous Activity." Thanks to Rashevsky's 
defense of logical and mathematical ideas in biology, it was pub­
lished in his journal where, so far as biology is concerned it might 
have remained unknown; but John von Neumann picked it up and 
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used it in teaching the theory of computing machines. I will sum­
marize briefly its logical importance. 

Turing had produced a deductive machine that could compute 
any computable number, although it had only a finite number of parts 
which could be in only a finite number of states and although it 
could only move a finite number of steps forward or backward, look 
at one spot on its tape at a time and make, or erase, 1 or 'else O. 
What Pitts and I had shown was that neurons that could be excited 
or inhibited, given a proper net, could extract any configuration of 
signals in its input. Because the form of the entire argument was 
sbictly logical, and because Gödel had arithmetized logic, we had 
proved, in substance, the equivalence of all general Turing ma­
chines-man-made or begotten. 

But we had done more than this, thanks to Pitts' modulo mathe­
matics; in looking into circuits composed of c10sed paths of neurons 

wherein signals coulci reverberate we had set up a theory of memory­
to which every other form of memory is but a surrogate requiring 
reactivation of a trace. Now a memory is a temporal invariant. Given 
an event at one time, and its regeneration at later dates, one knows 
that there was an event that was of the given kind. The logician 
says "there was some x such that x was a !/J. In the symbols of the 
Principia Mathematica, (3.x)(!/Jx). Given this and negation, for which 
inhibition suffices, we can have -(3.x) (-!/Jx), or, if you will, (x) 
(!/Jx). Hence we have the lower predicate calculus with equality, 
which has recently been proved to be a sufficien t logical framework 
for all of mathematics. * Our next joint paper showed that the !/J's 
were not restricted to temporal invariants but, by reflexes and other 
devices, could be extended to any universal, and its recognition, 
by nets of neurons. That was published in Rashevsky's journal in 
1947. It is entitled "How We Know Universals." 

Our idea is basically simple and completely general, because 
any object, or universal, is an invariant under some groups of trans­
formations and, consequently, the net need only compute a suffic­
ient number of averages a/, each an Nth of the sum for all trans­
forms T belonging to the group G, of the value assigned by the 
corresponding functional f/l to every transform T, as a figure of 
excitation cp in the space and time of some mosaic of neurons. That 

is, 1 """ ] a/ =- L...J f/[Tcp 
N all 

TiG 

*The "aU- is questionable here, as arithmetic is uncompletable, and 
mathematics in general has no decision process.-Ed. 
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About this time Pitts had begun to look into the problem of random1y 
connected nets. And, Iassure you, wh at we proposed were construc­
tions that were proof against minor perturbations of stimuli, thres­
ho1ds, and connections. Others have published, chiefly b~ his in­
spiration, much of 1ess moment on this score, but because we cou1d 
not make the necessary measurements he has let it lie fallow. Once 
on1y did he present it-at an early and unpub1ished conference on 
cybernetics, sponsored by the Josiah Macy, Jr., Foundation in 
1952. That was enough to start John von Neumann on a new tack. 
He published it under the title, "Toward a Probabilistic Lo gic." By 
this he did not mean a 10gic in which on1y the arguments were prob­
able, but a 10gic in which the function itself was on1y probable. He 
had decided for obvious reasons to embody his 10gic in a net of 
formal neurons that sometimes misbehaved, and to construct of them 
a device that was as reliab1e as was required in modern digital 
computers. Unfortunate1y, he made three assumptions, any one of 
which was sufficient to have precluded a reasonab1e solution. He 
was unhappy about it because it required neurons far more reliab1e 
than he cou1d expect in human brains. The piquant assumptions 
were: first, that failures were absolute-not depending upon the 
strength of signals or on the thresho1ds of neurons. Second, that 
his computing neurons had but two inputs apiece. Third, that each 
computed the same single Sheffer stroke function. 

VON NEUMANN'S PROBLEM 

Let me take up these constraints one at a time, beginning with 
the first, name1y, when failures are absolute. Working with me, Leo 
Verbeek of the Netherlands has shown that the probability of failure 
of a neural net can be made as 10w as the error probability of one 
neuron (the output neuron) and that this can be reduced by a multi­
plicity of output neurons in parallel. Second, I have proved that 
nets of neurons with two inputs to each neuron, when failures de­
pe nd upon perturbations of thresho1d, stimulus strength, or connec­
tions, cannot compute without error any significant function except 
tauto10gy and contradiction. And last, but not least, by insisting 
on using but a single function, von Neumann had thrown away 
the great 10gica1 redundancy of the system with which he might 
have bought reliability. With neurons of two inputs each, this 
amounts to 16 2; with three inputs each, to 256 3, etc.-being of the 

form (2 2SY', where 0 is the number of inputs per neuron.* 

*Notationally ambiguous, since ('rl #- 2(~. What is needed is (i28»8._Ed• 
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There were two other problems that distressed von Neumann. 
He knew that caffeine and aleohol changed the threshold of a11 neu­
rons in the same direction so much that every neuron computed some 
wrong function of its input. Yet one had essentia11y the same out­
put for the same input. The c1assic example is the respiratory mech­
anism, for respiration is preserved under surgical anaesthesia where 
thresholds of a11 neurons are sky ... high. Of course, no net of neurons 
can work when the output neuron's threshold is so high that it can­
not be excited or so low that it fires continuously. The first is 
coma, and the second, convulsion; but between these limits our 
circuits do work. These circuits he ca11ed circuits 10gica11y stable 
under common shift of thresholds. They can be made of formal neu­
rons even with only two inputs, to work over a single step of thres­
hold, using only excitation and inhibition on the output ce11; but 
this is only a fraction of the range. Associated, unobstrusively, 
with the problem is this fact: of the 16 possible logical functions of 
neurons with two inputs, two functions cannot be calculated by any 
one neuron. They are the exc1usion "or," "A or else B," and "both 
or else neither" -the "if and only if" of logic. 

Both limitations point to a third possibility in the interactions 
of neurons and both are easily explained if impulses from one source 
can gate those from another so as to prevent their reaching the out­
put neuron. Two physiological data pointed to the same possibility. 
The first was described earliest by Matthews, and later by Renshaw. 
It is the inhibition of a reflex by afferent impulses over an adjacent 
dorsal root. The second is the direct inhibition described by David 
Lloyd, wherein there is no time for intervening neurons to get into 
the sequence of events. We have located this interaction of affer­
ents, measured its strength, and know that strychnine has its con­
vulsive effects by preventing it. This is good physiology, as we11 
as logica11y desirable. 

My collaborator, Manuel Blum of Venezuela, now has a nice 
proof that excitation and inhibition of the ce11 plus inhibitory inter­
action of afferents are necessary and sufficient for constructing 
neurons that will compute their logical functions in any required 
sequence as the threshold falls or rises. With them it is always 
possible to construct nets that are 10gica11y stable a11 the way from 
coma to convulsion under common shift of threshold. 

The last of von Neumann's problems was proposed to the Ameri­
can Psychiatry Association in March 1955. It is this. The eye is 
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only two logical functions deep. Granted that it has controlling 
signals from the brain to tell it what it has to compute, what sort 
of elements are neurons that it can compute so many different func­
tions in a depth of two neurons (that is, in the bipolars and the 
ganglion cells)? Certainly, said he, neurons are much cleverer than 
flip-flops or the Eccles-Jordan components of our digital computers. 
The ans wer to this is that real neurons fill the bill. With formal neu­
rons of 2 inputs each and controlling signals to the first rank 
only, the output can be made to be any one of 15 of the possible 16 
logical functions. Eugene Prange, of the Air Force Cambridge Re­
search Center, has just shown that with neurons of 3 inputs each 
and controlling signals to all 4 neurons, the net can be made to 
compute 253 out of 256 possible functions. Many of our friends are 
building artificial neurons for use in industry and in research, 
thus exposing to experiment many unsuspected properties of their 
relations in the time domain. There is now a whole tribe of men 
working on artificial intelligence-on machines that induce, or 
learn, and machines that abduce, or make hypotheses. In England 
alone, there are Ross Ashby, MacKay, Gabor, Andrews, Uttley, 
Graham Russell, Beurle, and several others-of whom I could not 
fail to mention Gordon Pask and Stafford Beer. In France, the work 
centers around Schützenberger. The Americans are too numerous 
to name. 

I may say that there is a whole computing machinery group, fol­
lowers of Turing, who build the great deductive machines. There is 
Angyon, the cyberneticist of Hungary, now of California, who had 
reduced Pavlovian conditioning to a four-bit problem, embodied in 
his artificial tortoise. Selfridge, of the Lincoln Laboratory, M.1. T.­
with his Pandemonium and his Sloppy-is building abductive ma­
chinery. Each is but one example of many. We know how to instru­
ment these solutions and to build them in hardware when we will. 

THE PROBLEM OF INSIGHT 

But the problem of insight, or intuition, or invention-call it 
what you will-we do not understand, although many of us are having 
a go at it. I will not here name names, for most of us will fail miser­
ably and be happily forgotten. Tarski thinks that what we lack is a 
fertile ca1culus of relations of more than two rela tao I am inclined 
to agree with hirn, and if I were now the age I was in 1917, that is 
the problem I would tackle. 
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That process of insight by which a child learns at least one log­
ical partic1e, neither or not both, when it is given only ostensively­
and one must be so learned-is still a little beyond uso It may per­
haps have to wait for a potent logic of triadic relations, but I now 
doubt it. This is what we feared lay at the core of the theoretical 
difficulty in mechanical translation, but last summer Victor Yngve, 
of the Research Laboratory of Electronics, M.I.T., showed that a 
small finite machine with a small temporary memory could read and 
parse English from left to right. In other languages the direction 
may be reversed, and there may be minor problems that depend on 
the parenthetical structure of the tongue. But unless the parenth~­
tical structures are, as in mathematics, complicated repeatedly at 
both ends, the machine can handle even ~entences that are infinite, 
like "This is the house that J ack buHt." So Pm hopeful that with 
the help of Chaos similar simple machines may account for insight 
or intuition-which is more than I proposed to inc1ude in this text. 

BEYOND VENN DIA GRAMS 

I shall now take some minutes to make perfect1y clear that non­
Aristotelian logic invented by von Neumann and brought to fruition 
by me and my coadjutors. 

My success arose from the necessity of teaching logic to neu­
rologists, psychiatrists, and psychologists. In his letter to a Ger­
man princess, Euler used circ1es on the paper to convey inclusions 
and interseetions of classes. This works for three c1asses. Venn, 
concerned with four or five, invented his famous dia grams in which 
c10sed curves must each bisect all of the areas produced by pre­
vious c10sed curves (see Fig. 1). This goes well, even for five, by 
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Venn's trick; six is tough; seven, welf-nigh unintelligible, even 
when one finds out how to do it. Oliver Selfridge and Marvin Minsky 
(also of Lineoln Laboratory), at my behest, invented a method of 
eonstruetion that can be continued to infinity and remain transparent 
at a glance. So they formed a simple set of ieons wherewith to in­
spect their eontents to the limit of our finite intuitions. The cal­
culus of relations degenerates into the ealeulus of c1asses if one 
is only interested in the one relation of inc1usion in classes. This, 
in turn, degenerates into the caleulus of propositions if one is only 
interested in the c1ass of true, or else false, propositions, or state­
ments in the realistie ease. Now this ealculus can always be re­
dueed to the relations of propositions by pairs. Thanks to Wittgen­
stein we habitually handled these relations as truth tables to com­
pute their logical values (see Fig. 2). These tables, if plaees are 
defined, can be reduced to jots for true and blanks for false. Thus 
every logical particle, represented by its truth table, can be made 
to appear as jots and blanks in two intersecting circles. The com­
mon area jotted means both; a jot in the left alone means the left 
argument alone is true; in the right, the right argument alone is 
true; and below, neither is true. Expedieney simplifies two eir­
c1es to a mere chi or X (see Fig. 3). Each of the logical rela­
tions of two arguments, and there are 16 of them, can then be 
represented by jots above, below, to right, and to left, beginning 
with no jots and then with one, two, and three, to end with four. 
These symbols, which I call Venn funetions, ean then be used 

>.< (%<)] - [~ 

~ (.J.<)] = [~J 
Fig. 3 
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to operate upon each other, exact1y as the truth tables do, for 
they picture these tables. A twelve-year-old boy who is bright 
leams the laws in a few minutes, and his friends start playing 
jots and X's. A psychiatrist leams them in a few days, but only 
if he has to pay twenty-five dollars per hour for this psychother­
apy. Next, since here we are gene rating probabilistic logic­
not the logic of probabilities-we must infect these functions with 
the probability of a jot instead of a certain jot or a certain blank. 
ble symbolize this by placing 1 for c~rtain jots, 0 for certain blanks, 
and p for the probability of a jot in that place. These probabilistic 
Venn functions operate upon each other as those with jots and 
blanks, for true and false, utilizing products; instead of only 1 x 1 

= 1 and 1 x 0 = 0 and 0 x 0 = 0 we get 1, p, p2, p3, 0, etc., and 
compute the truth tables of our complex propositions. This gives us 
a truly probabilistic logic, for it is the function, not merely the ar­
gument, that is infected by chance and is merely probable. This is 
the tool with which I attacked the problem von Neumann had set uso 

A tool is a handy thing-and each has its special purpose. All­
purpose tools are generally like an icebox with which to drive nails­
hopelessly inefficient. But the discovery of a good tool often leads 
to the invention of others, provided we have insight into the opera­
tions to be performed. We have. Logicians may only be interested 
in tautology-an X with 4 jots-and contradiction-an X with none. 
But these are tautologically true or false. Realistic logic is inter­
ested in significant propositions-that is, in those that are true, or 
false, according to whether what they assert is, or is not, the case. 
Nothing but tautology and contradiction can be computed certainly 
with any p's in every Venn function, so long as one makes them of 
two and only two arguments. This restriction disappears as soon 
as one considers Venn functions of more than two arguments in com­
plex propositions. 

When we have functions of three arguments, Euler's three cir­
eIes replace the two of conventional logic; but the rules of opera­
tions with jots and blanks-or with 1, p, O-carry over direct1y, and 
we have a thoroughly probabilistic logic of three arguments. Then 
Venn and Minsky-Selfridge diagrams enable us to extend these 
rules to 4, 5, 6, 7, etc. to infinitely many arguments. The rules of 
calculation remain unaltered, and the whole can be programed sim­
ply into any digital computer. There is nothing in all of this to pre­
vent us from extending the formulations to ineIude multiple-truth­
valued logics. 



CHAPTER Vll 

THE LOGIC OF BIOSIMULATION 
CHARLES ARTHUR MUSES 

"The beginnings of things are therefore to be 
looked into, that amendment may be made of 
that which is amiss, for one error there will 
hazard the 10ss of 1abour in all that is buHt 
upon it." 

-John Sparrow's Preface to Boehme's 
Mysterium Ma~num, London, 1656 

0.0. THE RAISON D'ETRE OF THE SUBJECT MATTER 

0.1. Delimiting the key word of our title, we can more specifi­
cally confine ourselves and speak of the logic of anthroposimula­
tion, the most advanced type of biosimulation possible, since man 
is the highest known living form. Actually, the Locarno Conference 
of 1960 is interesting from the viewpoint of the history of science 
because it was the first symposium ever held on the general problem 
of what might be termed "robotics" or the electromechanical (sub­
suming "chemico-" under "microelectro-") simulation of man by man. 

0.2. The field, though new, is a very natural one, for the be­
havioral evolution of mankind has since the mid-nineteenth century 
veered markedly and ever more self-reinforcingly toward man as 
homo laber de luxe, the super-tool maker, the ne plus ultra machine 
maker. Tubal Cain, the ancient artisan of Genesis, has had an over­
riding historical success. So has his ancestor, since humanity has 
overwhelmingly voted for Cain's as against the Abel-Seth lineage. 
Cain and not simply Tubal Cain-for man has learned how to kill 
his brother in ever increasing numbers as his tool-making powers 
have evolved to more puissant levels. 

115 
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A too1 is quite detached, and the same knife that gives life in 
the hands of the surgeon may unjustly take it in the hands of the 
murderer. On1y the va1ue system ultimate1y gives meaning to the 
too1. Here is one of those crucia1 beginnings. 

0.3. The apotheosis of man's technica1 accomplishments, which 
had already challenged the humanities in the nineteenth century 
and in the twentieth overthrew them, wou1d be a replication of his 
own powers in a machine to the greatest degree possib1e. This 
wou1d constitute the highest, the most advanced too1 possib1e. 
Foreboding to some or not, this is the aim and pinnacle foreshad­
owed ever since man's hand chipped the first flint. We shall exp10re 
in this paper the extent of that "greatest degree." 

Logically inevitab1e since pa1eolithic times, man 's destiny-in­
vo1ved aim has finally come upon hirn in the second half of our cen­
tury like the sudden b10ssoming of an Aristotelian ente1echia-the 
final cause and dominating peak of human constructive activity: the 
man-made replication of man as far as possib1e. 

0.4. What has become historically evident as man 's dominating 
aim is thus the rep1ication of hirns elf by himself by techno10gical 
means. The form of this dominating aim becomes hence a super-ma­
chine, self-operating, self-instructing, and man-controlled, though 
this 1atter process may be reduced to a minimum in the sense of 
metalinguistic pro gram information initially imparted or in-built. 

Although the technica1 form of man's fund mental historica1 aim 
is a machine, the psycho10gica1 and human content of that aim is 
contral , mastery, the ability to impose his whims at will upon as 
much of the rest of the natural uni verse as possib1e. 

0.5. Partially self-operating machines, even to the point of sup­
p1ying their own fue1 needs, are now feasib1e realities. The machine 
has evo1ved through the stages of first mere adjuncts to the artisan's 
hand; then through hand-driven devices which progressive1y became 
1ess and 1ess human1y operated. Machine exploration of the envi­
ronment in search for the ingredients out of which to synthesize 
fue1 or even parts for itself is a not too difficult step ahead. We 
have already reached the point of being ab1e to build brain-like ma­
chines that can direct the activities of other machines which are 
muscle- and organ-like. Yet these directing machines are on1y very 
distantly brain-like, for they must still have their instructions* pre-

*Inc1uding even most general rules and, of course, the very construction of 
the device; for construction is a form of instruction. 
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conceived, predigested, and fed to them by human beings. This is 
why the electronic "hrains" are not hrains, all the confusing anthro­
pomorphisms of the prevalent loose hut convenient terminology not­
wi ths tanding. 

We have advanced hut very little distance and comparatively 
very slowly into the area of the truly brain-like machine, the ma­
chine able to instruct itself by testing out and reacting to its own 
environment and able also to leam to talk about that environment. 
Such a machine finally would have to be able not simply to leam 
how to survive in a given environment or game, but also to formu­
late linguistically what it had done, as well as its current plans of 

future action. It would have to be ahle to talk about itsenviron­
ment in some manner communicable to other similar machines 
and to humans, and not merely to servomechanisms. It would also 
have to be able to function in semi- or nonprotected environments, 
i.e., in games where its opponents received no handicaps. 

0.6. Now I am going to explore the question, How far are all 
these goals and intentions logically justifiable? Or, what, if any, 
are the inherent limitations of these aims within the context of their 
own defined means, i.e., electromechanical components in the 
broad sense already defined in 0.1? This discussion will take us 
principally on excursions into logic, mathematics and abstract lin­
guistics. 

1.0. THE APPROACHES TO THE PROBLEM 

1. 1. We may make a spectrum of the types of human knowledge 
as follows: (A) Philosophy (inc1uding logic and aesthetics), (B) 
Mathematics, (C) Physics, (D) Chemistry, (E) Biology, (F) Psychol­
ogy (inc1uding sociology, ethnology, anthropology and the behav­
iodal sciences in general), and (G) Eventology (a term coined for 
want of one word to express the theory of history , inc1uding the his­
tory of all the other fields listed). 

All these fields can be applied as weH as theoretic, and may 

be single or combined into a compound field. Applied aesthetics 
would comprise, among other things, dancing, painting, and the 
composition and performance of music; applied chemistry would in­
volve chemical engineering; applied history and psychology appear 
in politics and law. Wh at we have on prior occasions termed chron­
otopology would combine theoretic and applied phases of categories 
(G), (A), (B), and (C). Medicine and biosimulation are applied fields 
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combining in the second instance, (A), (B), (C), (F), and also (D) 
and (E). The further distinction within the applied fields, partic­
ularly in applied aesthetics, of "composing" versus "performing," 
can also differentiate valid emphases, connoted, for instance, in 
the designation "research physician" as distinct from "practising 
physician. " 

Literature searching, abstracting, and information retrieval have 
as their central problem that of an accurate indexing system. Both 
classification and cross-indexing (which is more sophisticated form 
appears as coordinate indexing in an agreed-upon meaning space) 
possess serious shortcomings in solving that problem. But the same 
problem of proper and adequate categorization is central to the 
quest in biosimulation for a language of power-a linguistic sub­
strate so fundamental, fluid, and accurate that commands and re­
actions (including verbal reactions such as descriptions) could be 
formulated in it that would lead to intelligent behavior on the part 
of machine or human hearers and speakers of such a language. 

The indexing problem concerns itself, in the context of biosim­
ulation, with the nouns of the language of power: the categories that 
structure observable existence. We suggest a typological indexing 
system as sketched above, with at least the vertical levels men­
tioned, which run through the horizontal typological spectrum: 
namely, theoretic and applied, the latter further subdividing into 
composing and performing. 

1.2. out all the categories of knowledge are unified in the 
world, which of itself makes no distinction between sociology and 
physics, emphasizing no particular context of interpretation. The 
fields of knowledge become separate only on analytical reflection 
and in precise imagination. Nature is not nicely divided into bio­
logy, mathematics, chemistry, and so forth. Yet language by its very 
nature must so divide. Division arises with communication. 

Now the smallest single unit that contains all the categories, 
as nature or the world contains them, is man. More accurately, two 
human beings; for only then is response to an equal, and hence a 
full or unitary psychology, possible. Actually, four human beings in 
the form of two pairs is the operationally irreducible minimum, as 
then responses of each sex to a member of its own and of the oppo­
site sex become possible, providing in miniature one of the two 
basic contexts of possibility in human relationships. The second 
context is age. If we coriibine with the four units we already have 
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the three fundamental subdivisions of age-younger, same age, and 
older-we then arrive at 12 as the primary sociological group. 

Such a group would thus comprise our basic two pairs in the 
three age-types and so be a paradigm of a11 interhuman relation­
ships. The relation of human beings to what in comparison is sex­
less and ageless (mostly ca11ed God or the Divine, and lately in 
totalitarian regimes, "The State") provides a 13th and central, al­
though abstract, component for the 12-fold group minima11y neces­
sary for society. Thus 12 is the sociological unit, 2 (the conversa­
tional minimum) is the psychological unit, and 1 is the biological 
unit in general, becoming 2 for sexed species' survival. 

1.3. Just as a11 the categories of knowledge merge implicitly 
in the human being, just so a fortiori must a11 scientific disciplines, 
which are after a11 but the systematic reflection of these categories, 
merge in anthroposimulation in its completest sense; that is, a nec­
essary condition for man's artificial replication of hirnself is clearly 
the convergence of a11 the scientific disciplines, principa11y phil­
osophy (as logic and epistomology), mathematics, physics, biology, 
and psychology. It is these fields that must intimately interact in 
any attempt to solve the problem and answer the riddles posed by 
anthroposimulation. 

But in such an attempt the convergence of the categories we 
have just mentioned must be explicit and not merely implicit. Let 
us try to gain a graphical idea of how this may be accomplished. 
We perform an inversion transformation on the development of a11 
knowledge throughout the categories, the human being as the origi­
nating and implicit center for a11 this knowledge being the basic 
fact of the entire process. If we perform such an inversion on the 
endless radii of the endlessly subdivided directions of knowing, we 
obtain a new center combining a11 fields explicitly, whereas they 
were a11 combined implicitly in the first center which was the con­
stitution of the human investigator. The shape of the mapping is, 
of course, a Gircle of infinite radius and in general a corresponding 
hypersphere of whatever dimensionality is given to knowledge. Our 
previous typology (1.1) employs a seven-dimensional manifold for 
the mapping of knowledge, which is symbolica11y attractive-in ad­
dition to its nonarbitrary conformity to the facts themselves-since 
the n-hypersphere attains maximum spread or "surface" only in the 
seventh dimension, that maximum being (16/15)173 for a 7-D hyper­
sphere of unit radius. 
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In employing this working typology one must bear in mind two 
indispensable facts. The first is, that by "knowledge" in this con­
text we me an understanding and not simply description or a mem­
orized catalogue of empirical observations without explanation of 
why they are as they are, or how they came to be as they are. The 
second fact is that the ordinal number of each of the categories we 
already listed possesses significance. Their sequence is one of 
decreasing knowledge in the sense just specified: we have more 
explicit conc1usions in logic and mathematics than in physics; more 
in physics than in chemistryj more in chemistry than biology, etc. 
We have least scientific knowledge of his tory , knowing very Httle 
indeed about the patterns of movement of events, either human or 
natural. There is a profound connection hetween this decreasing 
sequence and the very constitution of man's ability to know. It is 
such connections that provide '<eys to unlock the biosimulation prob­
lem. 

1.4. The subject of inversion mapping leads us quite naturally 
to the concept of entropy, which can be considered as a logarithmic 
inversion-mapping [log (l/p)]* of the probability of deviation from 
a: statistical norm. In other words, entropy increase is concomitant 
with non-deviation. Information in the Shannon sense, on the other 
hand, results from a logarithmic inversion-mapping of a measure of 
the prob ability of conformity to a statistical norm. Thus entropy 
measures conformity or expectedness; and information, unexpect­
edness, which is at the heart of the meaning of "news." The fact 
that the concepts of deviation and conformity have heretofore not 
been explicitly mathematically connected with those of information 
and entropy, accounts for much of the lack of sharp and clear think­
ing on these concepts in their modern form, despite the amount that 
has been written on them. 

1.50. The nature of both information and entropy may conven­
iently be considered in the context of a logarithmic inversion-map­
ping of a probability: the logarithm of the reciprocal of a probability. 
Great semantic confusion has arisen in the literature, however, be­
cause the probability in each case happens to be the contrary of 
the other probability; so that though the formulas looked alike, the 
semantic referents were mutually contradictory. We can, however, 
write unambiguous formulas in a manner that follows. 

*Or (E)p = 1, where (E) is expE, E being the entropy, and pis the proba­
bility mentioned. (See 1.50.) 
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Since 1956 the writer has been developing a generalization of 
the notion of entropy, to be released for publication, along with 
other material, in due course. * Suffice it here to state that entropy, 
B, in its most general form, turns out to refer to an average interval 
or mean period, P, measured in time or some time analogue, between 
perturbations in the system whose entropy is sought. Generalized 
Shannon information, S, becomes then related to the frequency of 
perturbation, E, defined in terms of the limit of the ratio of the num­
ber of observations evidencing perturbations, to the total number of 
observations. 

Specifically (f being measured as stated), 

E = p-1 == antilog2 (-H) 
whence 

H == - log2 E 

the base 2 being convenient because it can so easily handle switch­
ing circuits and by reason of its deep involvement with the theory 

of combinations, since log/ ~ nC) == n for integral n. v= 0 ') 
The probability of any particular moment of observation not 

showing aperturbation is thus [1-antilog2 (-H)], which defines Pe, 
the probability of conformity. We can now, in the spirit of Gibbs, 

write for the generalized Shannon information S == -log Pe' noting 
that At == E where At is the probability of deviation or perturbation, 
whence by substitution 

~ 

P;J + Pd -1 == 0 

Recalling that At == T H we have 2-8 + 2-H = 1 as the fundamental 
condition of invariance in the theory of generalized entropy. 

The fact that Hand S combine in any case to yield an invariant 
is noteworthy. This invariance, however, is not absolutely funda­
mental, t for it holds only for a closed system, logical oe physical. 

*CAlphabets of Reality" (2 vols.), now in preparation. 

t This fact constitutes a restriction on Dr. MacKay's conc1usion in [16]. 
MacKay's notice of the confusion between thermodynamic and informa­
tional ideas was interesting to the writer, coming to his attention after 
the present paper was completedi for it demonstrated that without a gen­
eralized concept of entropy, any categorical distinction between thermo­
dynamic and informational contexts (such as MacKay attempts) tends, to 
produce as much or more confusion as the confusion it essays to correct. 
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Note that if we defined S as (-log2P) we would then simply have a 
more arbitrary result from the viewpoint of statistical mechanics. 
The equation of in variance then becomes 1 - 25 = 1 - f or H + S = 0, 
the usual popular assumption. However, this invariant is not nearly 
so much in accord with the facts as is r H + 2-5 = 1; for in the 1at­
ter, when H is infinite, S is zero as it then shou1d be. Hence S = 
-10g2(l-2-H ), as a1ready derived, is preferab1e. An interesting pa­
rameter arises on setting S = log2 csc 2 e, H = log2 sece, wherein e 
has a time-like character. 

1.51. In any given physical instance, both Hand S can be de­
rived from the probability of deviation from or conformity to a sta­
tistical norm. That is, the first probability Pd is a mean probability 
of scatterj the second, Pe' a mean probability of cluster within the 
given distribution representing the system. Since Pd and Pe have an 
inverse re1ationship, if either is 1(0), the other is 0(1). Total con­
formity is a zero scatter, the values of a11 data falling within a cer­
tain range of each other, thus determining the norm. Total scatter, 
the values of no data being within a certain determined distance of 
each other, is zero clustering. 

In terms of a Gaussian distribution, which has a centra1 region 
of conformity (definable most simply as composed of a11 the ordin­
ates between the two points of inflection) and a pair of regions of 
deviation on either side, Pd and Pe become accordingly measured. 
In a secant-curve type of distribution, where there is one central 
region of deviation surrounded by a pair of regions of polar confor­
mity, Pe and Pd are according1y different. Such a type of distribu­
tion, for instance, would characterize iron partic1es in a ma"gnetic 
field. In any case, Pd - and hence Pe - is empirica11y ca1cu1ab1e 
in any situation by direct observation, if explicit calculations of 
the distribution mapping of the situation or system are not avail­
able. 

1.52. The units of Hand S are now unified and made mutually 
intelligible by the considerations of the foregoing paragraph, in 
which the prima I invariant is explicitly derived from operational def­
initions. There has been much confusion connected with the state­
ment "information is negative entropy"-for in Gibbs's formulation 
thermodynamic entropy too was the negative logarithm of a prob­
bility, and Shannon's later work resulted in the same functional 
form for the quantity he thereby defined as information. The funda­
mental difference between Gibbs's entropy and Shannon's informa­
tion lies in the period-frequency relation between the two concepts, 
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and they are clarified as well as unified only by that relation. The 
heart of our generalization of entropy consists in pointing out the 
fact that the nature of entropy is that of a mean period between per­
turbations. The nature of Shannon information is that of a perturba­
tion frequency. This conception, as we have seen, inc1udes both 
thermodynamics and communication theory as aspects of itself, 
along with other disciplines. 

Thus by these unified definitions, whose unity is made possible 
through the basic and very general concept of entropy as an average 
period between perturbations in a system,* we can speak easily 
and accurately of the entropy of an author's style, of an esthetic 
design, or of society under a given political system. Also biologi­
cal entropy becomes quantitatively discussible. One approach would 
be to determine the maximum interval between heart-beats just able 
to sustain animallife at a given metabolie rate. This interval, that 
rate being aminimum, as in hibernation, would then measure the 
upper a110wable limit of biological entropy for the given species. 

1.53. In a different field, that of political theory, the number of 
perturbations or dis agreements permitted by a government would 
provide an inverse measure of the entropy of society under that 
government. It is readily seen that the ideal of the totalitarian and 
"welfare" state of paternalistic socialism is that H should approach 
infinity, whereupon by 1.50, S = 0: that is a condition of no disa­
greements whatsoever with the ruling clique (who in political fact 
are "The State") on the part of the rank and file. 

On the other hand, democracies also, but to a lesser extent, 
develop pro-entropically to form steering committees, lobbying 
groups, or other forms of more or less concealed power groups, each 
of which (run by cliques) carries also on a smaller scale totalitarian 
aims and methods in itself, and a11 of which disagree with one an­
other except for the temporary combinations formed for transient 
expediency to thwart another power group or a combine of them. 
Here, though entropy is maximized regiona11y, it is still kept down 

*A neeessary qualifieation, sinee perturbations irrelevant to the system 
are not referred to Shannon information but to noise. However, a11 noise 
eonveys some Shannon information if the system eontext is aeeordingly 
widened. The two kinds of perturbations have a flexible boundary, to be 
redefined in eaeh instanee aeeording to the seope or eontext of the sys­
tem being eonsidered. What was onee just the noise of statie has beeome 
radio astronomy, for example. 
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with respect to the whole society by the continual mutual perturba­
tions of the different groups. Thus the conformism of the mass­
state (a society consisting of large numbers of confused and propa­
gandized individuals easily commanded by a single dominant power 
clique) is, in the generalized theory of entropy, isomorphie to a very 
slow heart-beat, approaching death, the death of maximal positive 
entropy. For aIthough ideally S = 0 only if H is infinite, in the 
nonlinear context of bio-entropy, life is generally stifled and ceas­
es at some critical value long before S is reduced to zero, just as 
in physical observation oscillation damped by friction will not con­
tinue to decrease indefinitely but will suddenly stop when the amp­
litude energy is reduced to the point where it cannot cope with the 
coefficient of friction. Hence there is a final sharp cut-off. 

Yet-now turning to the game theory of political survival-the 
totalitarian State, being less constrained in its external strategy 
by internal disagreements (the fact that the interna I conformity is 
gained via brutality and consequent apathy in critical areas matters 
here not a whit), tends in situations of conflict and war to have a 
winning advantage over more democratic systems, which are ex­
ternally more constrained by their allowed internal perturbations as 
weH as by their value systems being opposed to the brute material 
utilitarianism of the termite totalitarians.* The same situation 
arises between two opponents, one more unscrupulous than the 
other. We can state as a theorem of strategy that, other things be­
ing equal, the more unscrupulous will win because his strategy is 
less constrained. Without the advent of a highly improbable per­
turbation from the unknown, it is not the meek but the most un­
scrupulous who will inherit the earth. This is a purely objective 

*The ima~e is not simply formal, but exact. Termites, the result of some 
200 X 10 years of communism-older even than the bees and the ants­
eat each other's excrement until it is inedible further even by them, and 
then-use it for wall mortar! In the final obscene triumph of utilitarian­
ism, communism ends in coprophagy. 

Here is the inglorious end, as proved by guaranteed survival practices 
over hundreds of thousands of milennia, of the Totalitarian State's 
promises. The end, ironically enough, results in the degeneration of 
individuality even in the power clique that first made those promises in 
order to subjugate the masses it hypocritically and ruthlessly pretended 
to be rescuing from the terrible responsibility of standing on their own 
two feet and helping eac!' other as need be and as men, from the varied 
richness of their own indiv,dualities, now long since brain-washed away. 



THE LOGIC OF BIOSIMULATION 125 

corollary of our theorem of strategy, just given. Of course there is 
another possibility: the earth, in that case, may be destroyed or 
rendered unlivable for man before it could be so c1aimed. The pos­
sible third alternative is given in the preceding footnote. 

1.54. It is apparent that the generalized notion of entropy is 
part of the theory of all changes whatsoever, and hence fundamental 
to what we in 1958 termed chronotopology, the study of the struc­
ture of time. Moreover, generalized entropy is vital to what we may 
call meta-level cybemetics'the prineiples of control over the sei­
ence of control itself), since control is now seen necessarily to 
involve the increase of entropy; while, conversely, the increase of 
perturbations would decrease control. 

One of the inherent limitations of biosimulation is now evident. 
A perfect1y controllable simulation could not be aperfect simula­
tion because the basic negatively entropie characteristics of living 
things could not be constructible in the automaton. * On the other 
hand, a perfect simulation by the same token would be uncontrolla­
ble to an inescapable extent. 

1.55. We must also remind ourselves while on this subject that 
"information" in the Shannon sense is not meaning but "statistical 
news," as it were. Thus, nonsense words relative to, say, English, 
contain more Shannon information than a lexicographical message, 
for the simple reason that the nonsense message is, English-wise, 
more statistically unexpected, and hence in this sense more "newsy" 
or "informational," though by no me ans more informative. These 
limitations on the use of the brilliant Shannon definition of informa­
tion may be disregarded only at one's peril. 

1.6. The reason for the importance in biosimulation of Shannon 
information, involving -H as it does, is simply the fact of the cen­
tral importance of communication as a means of organizing inter­
actions and of coordinating action programs. Communication al­
ways has as its aim the reducing of information of this kind. The 
more informed an entity is, the less it can be surprised. 

Thus to decrease Shannon information in a system is to control 
the system, and hence to make it meaningful to the controller be­
cause unpredictability for hirn is eliminated. Where information-re­
duction is impossible, so is control, and thus also the conveyance 

*This fact will also emerge in the discussion of supra-Turing machines 
in seetion 3 of this paper. 
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of our meaning (via instructions or commands) into the "system" 
which in the context of the problem of this Symposium is a human­
oid or man-like machine operating in a given environment. Without 
a flow of communication from the environment feeding back through 
the machine to keep Shannon information a minimum according to 
in-built instructions, the humanoid could not operate. 

Further probing into this question of information-reduction or 
control leads us to a crucial point, now considered. 

1.7. A major conc1usion emerging from the foregoing discussion 
is that the logic of machine construction and that of scientific dis­
covery are fundamenta11y denials of each other. This is a basic 
metalogical theorem in the logic of biosimulation. The theorem is 
important principa11y in the psychological-sociological context, and 
provides the means of reaching an advanced level of insight leading 
to self-development on the part of the human operator, should he so 
desire. Let us look now at the practical denouement of the theorem. 

The scientific discoverer seeks to expose hirnself to more and 
more unexpectedness in order to be able to deepen his hypotheses 
and theories accordingly. He seeks thus to introduce more and more 
Shannon information into the system of observer-nature. The sys­
tem designer or the cybemeticist, on the other hand, seeks to 
eliminate as muc;h as possible a11 Shannon information from the sys­
tem of machine-plus-environment, where the "rnachine" may be man­
like or even contain human components. The apotheosis of such a 
development would finally have to seek to eliminate the distinctly 
human character of the human components, for along with unexpect­
edness dies individuality, and Hitler's "Gleichschaltung" or psy­
chologicalleveling is achieved. Eliminated too, in such a develop­
ment-a process which modem states seem to find more and more 
convenient as the population grows-would be, by the inherent meta­
logic of the situation, the very type of scientific-discoverer intel­
lect which gave birth in the first place to the possibility of the 
machine. Fanatical cybemetics can thus end in failure. 

It is important to note here on purely logical grounds that the 
continued application of the machine-idea to human groups will work 
against the logic of scientific discovery in terms of the metalogical 
theorem above stated, eventua11y resulting in the degeneration of 
that activity and in the death of the goose that laid the golden egg. 
The fact that such adegeneration is called "efficiency" as a thinly 
veiled form for "control" will matter very little in the final result. 
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If this theorem of the opposing 10gica1 demands of cybernetic 
contro1 and scientific discovery in the societa1 context is disre­
garded, the price of invalidity in this ca se is nothing 1ess than the 
progressive 10ss of the ability to create and of the creative imagin­
ation of man. 

1.8. The nature of randomness, chance, nonsense, and proba­
bility invo1ves concepts at the heart of the theory of entropy and 
information, and hence, as we have seen, of biosimulation. These 
will bear some discussing within the logica1 context that the theme 
of the present paper sets. Our ideas may perhaps best be fixed by 
considering first the nature of probability. 

2.0. PROBABILITY, RANDOMNESS, AND NONSENSE 

2.10. When it is said that an event, E, considered as one pos­
sibility in given situation, has an occurence probability-or simp1y 
a probability of, say, 0.333 •.. , it is meant that if the occurrence 
situation be indefinite1y repeated the proportion of the number of 
times that E occurred to the number of times that E did not occur 
wou1d approach 1:3 as a limit. 

The distinction between "indefinite1y repeated" and mere1y "in­
definite1y pro10nged" is crucia1: probability theory has meaning on1y 
within the context of a situation wh ich in some way is cyclic or 
repeatab1e. Without such a periodic context the concept of a trial 
is meaning1ess.* Thus, Pg being the probability of an event g and 
Gt being the number of observed occurrences of g in t trials, whi1e 

'G t is the number of non-occurrences of g in t trials, we have 

1· G t k -I d l' G t ( k)-1 Pg = 1m - = n an Pg = 1m --. = n - n 
t-oo t 1_00 t 

Pg being the probability of non-occurrence, where n is the total 
number of possibilities in that context of the situation which is 
being observed, such that k of them include g and hence (n - k) of 
them exc1ude g's occurrence. 

2.11. It is also essential to the concept of probability that the 
conditions in the situation which ensure the possibility of repeti­
tion or recurrence either remain constant or change predictab1y as a 

"'In fact, the applicability of scientific method itself is directly dependent 
on repetitive or cyclic elements in the environment's structure snd/or 
development. 
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function of time. It is equally essential to the concept of probability 
that the initiating forces which precipitate each repetition or trial 
do not remain either constant or predictable, but vary stochastica11y 
over at least a range sufficient to ensure the occurrence of the 
same total of events which inc1ude the event whose probability is 
sought. (If these forces were predictable no question of probability 
could of course arise, since the situation then would be who11y 
determined. ) 

2.12. As an ideal experiment and example let us consider a 
numbered wheel like a roulette wheel except that no ball is used 
as an indicator, but rather an arrow pointing toward the center of 
the wheel from a little distance beyond its rim. The coefficient of 
axial friction of the wheel is a constant, or it may even be expres­
sible as adefinite function of the initial angular velocity and the 
time. If the wheel is spun, say, c10ckwise and stops so that the 
arrow points exact1y to the line between two numbered sectors, 
then the convention is adopted that the result is taken to be the 
number just about to be indicated. One may talk meaningfully about 
the probability of a given number being indicated on such a wheel 
just so long as the initial force setting the wheel in motion is unpre­
dictable on any given occasion or if the number of divisions on the 
wheel, furnishing the total number of possible indications, does not 
unpredictably change. If this number predictably changed, then one 
could still speak meaningfully of probability which would, however, 
no longer be expressible as a limit ratio but as a limit function. 

It is easily seen that the unpredictability of the initial and sub­
sequent perturbing forces is just as essential as the predictability 
of the cyclic conditions in defining and validating the concept o'f 
probability. In most cases where the application of the probability 
concept is valid, this latter predictability is usua11y present in el­
ementary form as constancy or virtual constancy within the prag­
maticallY allowable limitations of experiment. 

Several things are already clear from the discussion. It is ob­
vious in examples such as the wheel just mentioned that if we knew 
the initiating and perturbing forces there would be no probability at 
a11 involved. In such cases the notion of probability hence assurnes 
a purely subjective character and corresponds to the amount of 
Shannon information, or unexpectedness, that there is for us in such 
a situation because of our incomplete knowledge of it. For an ob­
server with complete knowledge of such a situation there would be 



THE LOGIC OF BIOSIMULATION 129 

no question of the notion of probability arising. At the other ex­
treme, purely statistical probability arises where both n and k in 
the equations of 2.10 are not known, but only Gt • 

2.13. It is now also c1ear that probability and statistical pre­
diction are two variations of the same concept. This was already 
evident in part from the fact that a probability concretely arises as 
a limiting ratio between the number of occurrences of two types of 
events as the number of trials increases indefinitely. Such proba­
bilities are ca1culated from adefinite knowledge of the structure of 
the situation in the sense of the conditions in that situation which 
control and shape the possible outcomes of some definite repeat­
able manipulation termed a trial. Statistical predictions are, how­
ever, ca1culated without knowledge of the controlling conditions, 
but only of the types of events wh ich those conditions produced. 
Thus statistical probability and probability per se, which is calcu­
lated helore the fact, are differentiated essentiaIly only by the ob­
server's degree of knowledge of the situation. 

2.14. Even in probability in its most knowledgeable and pure 
form there is an absolutely necessary statistical factor: for, as we 
have seen, the variation of at least the initiating forces (whose 
effects may in turn be va ried by subsequent perturbing forces im­
pinging on the trial before its outcome, such as air movement and 
pressure modifying the twisting trajectory of a tossed coin) must 
have some sort of statistical distribution in the sense of being ex­
plicitly unpredictable. Indeed, if the entire notion of probability , 
inc1uding statistical inference, is to be something more than simply 
a reflection and a mapping of subjective ignorance, then there must 
be an element of absolute unpredictability in the variation of the 
trial-controlling forces. The condition of "absolutely unpredictable" 
is essential, for if the variation were only relati vely unpredictable 
in our present state of knowledge, the prediction might always be 
refined until it would become evident to aIl that the prior "unpre­
dictability" had been merely a subjective matter. 

2.15. Hence, if the notion of probability has any objective as 
weIl as a merely subjective meaning, absolute unpredictability must 
be present in the situation. It is worth noting wh at this in turn im­
plies. Absolute unpredictability would be nothing less than the ob­
servable behavior of a free will somewhere along the line. This log­
icalstep is further c1arified by keeping in mind that absolute un­
predictability means also that the unpredictability would remain 
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despite any lack of limitation on the means of observation. With 
any such limitation the predictability would only be relative again, 
this time not directly to the knowledge of the situation but rather 
to the means of gaining such knowledge, that is, to the means of 
observation. 

In the light of the present discussion it can be seen that practi­
cally a11 usage of the notions of probability and statistical inference 
refers to subjective ignorance. The only case where it would not, 
would be those situations where free will was critically present so 
as to affect the outcomes of the trials. Probability (other than 0, 
impossibilitYi or 1, certaint~) as objective reality is logically 
inextricable from the objective reality of a free will in operation. 

2.16. There is only one further point to be made here; namely, 
the simple fact of the objective nonexistence and consequent inap­
plicability of the commonly !lsed and received expressions "equally 
probable," "equiprobability," "equa11y likely," et al. 

Even in the very simplified example of the wheel mentioned 
above, it is dear that the wheel always must be spun with its num­
bered sectors in some definite configuration with respect to the 
deciding arrow. With any given set of initiating and perturbing forces 
it is also clear that no two numbers have the same chance of being 
chosen. In fact, it is not difficult to calculate, from any such initial 
configuration, the numbers which and only which might be chosen 
by the arrow, given a small enough range of unpredictability in the 
forces such that less than one complete turn of the wheel could 
eventuate from that unpredictability, or a range such that only some 
fractional number of turns of the wheel is involved. If the angular 
difference between the final position of the wheel caused by the 
maximum possible forces and that caused by the minimum possible 
forces were equal to an exact number of turns, then only would we 
have a situation of equiprobability, and only even then if the unpre­
dictability were such that it was absolutely evenly distributed 
throughout the range of its possible results. Only in this extremely 
special type of s tochastic function could nothing whatsoever be 
said of a particular number except that as the number of trials was 
indefinitely prolonged, its appearance in front of the arrow would 
tend to eventuate in (1/n)th of a11 the trials performed, where n is 
the number of divisions on the wheel. If, however, the unpredicta­
bility of the forces were not associated with an exact number of 
turns, then certain numbered divisions would at once be favored, 
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given any initial position of the wheel at rest with respect to the 
arrow. It is clear that equiprobability is an extremely rare situation. 

2.17. The theory of partitions can also be used in demonstrat­
ing the extreme unlikelihood of "equally likely." When we study the 
possibilities of partitioning a given number of units, we are at on ce 
struck with the fact that the particular partition comprised of equal 
portions is not the most probable. Indeed, the frequency of recur­
rence of such partitions decreases in an exponential function as 
the number of units to be partitioned increases. Thus, while the 
prob ability of equipartitions resulting from partitioning five units is 
approximately 0.286, the probability of equipartitioning seven units 
falls to about 0.133, or less than half. The rate of fall would be 
even faster had we not included in each instance the anomalous 
partition, composed of only one group, as an equipartition. The use 
of the theory of partitions is particularly appropriate in probability 
theory because the partitions of a number represent the various 
ways an addition may be performed to produce the same number. 
Similarly, all the probabilities of the various ou tcomes of a gi yen 
situation must Sum up to 1 or certainty. 

There is a useful isomorphism between the various kinds of 
partitioning of numbers and the various outcome structures, based 
on probability magnitudes, in a given situation; as well as between 
the theory of partitions of numbers and the partitioning or parceling 
of energy in situations where the distribution of energy among a 
number of otherwise similar units, such as molecules, is being con­
sidered. Thus, for instance, there would be possible 15 different 
energy distributions in a group of 7 particles, the partition 3-2-1-1, 
for example, denoting that distribution involving 4 different energy 
levels, 3 of the particles being on one level, 2 sharing another 
level, and the third and fourth levels being each occupied by 1 par­
ticle. The 15 possible energy distributions in this case arise im­
mediately from the fact that 7 can be partitioned in a maximum of 
only 15 ways. The theory of partitions, though it has heretofore not 
been used much, if at aU, in problems of probability and energy dis­
tribution, can shed powerful light on those subjects. Similar in­
validities in the naivete of assuming "equal likelihood" attend the 
indiscriminate use of a heuristic concept of "equipartition of energy" 
among particles for which the greatest probability for any energy 
state is in fact attached to those states characterized by an un­
equaI partitioning of energy among the partic1es. 
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2.2. The terms "random" and "randomness" are surrounded by 
much the same semantic traps and confusions as the term "pro ba­
bility," and must be very clearly analyzed. * In the theory of feed­
back control systems, when the controlled variable becomes uncon­
trollable by the reference or command variable, it is often abused 
in the literature and called "random" or senseless, in much the same 
way as a driver might abuse his donkey if it didn't go where he 
wanted it to go. But from the donkey's point of view there is nothing 
random in the response at all: the grass is just good at that part of 
the road. Actually, the only logical meaning of "random" in a sci­
entific context is "irrelevant." A random response thus becomes 
simply a response irrelevant to wh at we are considering should be 
its controlling cause, and without sense within the limitations we 
have set for the sensible. 

2.21. These considerations confront us again directly with the 
logical demands of scientific discovery versus machine design, 
which we saw before in 1.7. Let us imagine that a scientist performs 
an experiment with a certain set of ideas and hypotheses in mind. 
But something interferes with his predicted effect each time he per­
forms the experiment-some apparently "randorn" phenomenon. After 
rechecking his apparatus to weed out possible instrumental defect or 
failure as the source of the interference, his results continue to be 
perturbed and differ from his predictions of what they should be and 
of the outcome of what to hirn should be a controlled situation. In­
cidentally, the situation so far is the typical setting for a new sci­
entific discovery. 

But our "scientist" now simply calls the disturbing effect "ran­
dom" and reduces his apparatus and his ideas until he can perform 
an experiment that omits the disturbing effect. He makes nature or 
the environment conform to his hypothesis by the simple expedient 
of reducing his outlook. 

In the research laboratory we would call such a man the perfect 
non-scientist, i.e., the one having no scruples or perhaps even 
cognizance about employing Procrustean distortions in attempting 
to coerce the environment to conform to his partial notions of what 
it should be. Yet in the logic of machine design and systems con­
trol such a practice is perfectly legitimate and even necessary. 

* A s an example of the confusion turned full circle, the term "random" has 
even been misdefined as "equiprobable" or "equally likely," confusing 
"random" with an erroneous notion ofprobability to begin with! (See 2.16.) 
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Here we must try to eliminate from the machine's or system's be­
havior all "instability," wh ich is to say all nonconformity with our 
commands, instructions, or desires. In systems control and machine 
design you must use the opposite logic to that which you would use 
in seeking to make a new scientific discovery. 

2.22. It is now evident that the rules for successful socio­
political organization, whether in a secular or ecelesiastical frame­
work, are much more similar to the rules of systems control and 
machine design than to the modus operandi and outlook of the sc i­
entific discoverer, or the creative individual in general. The first 
type of logic seeks and must seek to eliminate nuances and indi­
vidual differences because they are uncontrollable or deemed ir­
relevant to the aims of control; the second type of logic and out­
look must equally seek to pay attention to all such differences be­
cause of their significance in the context of understanding and 
experiencing reality. The latter seeks to make effective what the 
former seeks tomake ineffective. 

2.23. The misuse besetting the first type of logic is not that a 
control or forcing set of values must be adopted in the theory of au­
tomation. Hut the danger is that such a value system, by dint of con­
stant use, shall gradually habituate its users to itself and pervade 
their entire behavior, becoming their dominant logic in all situa­
tions, even those where only the second type of logic and outlook 
is valid. This type of validity is particularly characteristic of hu­
man beings when their distinctive humanity is being considered. 
Thus all theories of society based on maximizing communications, 
in order to reduce Shannon information in the service of eventual 
conformity to some kind of centralized monolithic "planning," are 
foredoomed to failure by the inherent inadequacies of their logic. 

Now we are appropriately ready to consider the meaning of "non­
sense," having just witnessed that the ungoverned use of cybernetic 
logic can provide such an excellent example of it. 

2.3. We must be careful to distinguish between the "nonsensi­
cal" and the "irrelevant," and avoid erroneously using the former 
in a pejorative sense to denote the latter. Randomness is quite 
properly irrelevance, but irrelevance is not nonsense, which is a 
much stronger term involving either (a) impossibility, or (b) con­
tradiction, or both. Something irrelevant may become relevant when 
a wider cirele of relatedness or a deeper criterion of consideration, 
involving a new dimension of inc1usiveness, is introduced. There 
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is no such thing as absolute randomness or irrelevance. See in 
this connection, in the Appendix on the axiom of choice, the portion, 
discussing random point sets in n dimensions. 

But to be absolute nonsense is to be inherently not amenable to 
any criterion but that of nonsense itself, which is not a criterion of 
inc1usion but of exc1usion from a11 categories of logical inclusion. 
As distinct from absolute irrelevance, absolute nonsense, as we 
shall presently see, may be possible. Relative nonsense or non­
sense restricted to a certain uni verse or universes of discourse, 
certainly is possible. For something may be perfectly possible un­
der one set of conditions while utterly impossible under a more re­
stricted set of conditions. Another aspect of non sense, self-con­
tradiction, is simply the expression of a certain type of impossi­
bility. Thus, "the brown horse is green" becomes possible and 
non-self-contradictory in the context of "is" meaning "is pain t­
ed." "The wind is blowing west and east over this hil1" is self­
consistent if "is blowing" means "is blowing on two different at­
mospheric levels." 

2.31. Much nonsense or paradox is due simply to ambiguous or 
omitted modifiers of melining which are essential to self-consis­
tency. "I was lying then" poses no problem; but the truth value of 
"I am lying now" has bothered logicians ever since ancient Greece, 
one of the latest unsuccessful attempts to grapple with it being 
found on pp. 19-21 of a useful artic1e on automata in the J anuary 
1961 issue of Behavioral Science. However, the second statement 
is no more essentially difficult of truth analysis than the first. We 
must simply recall that this use of the present tense must refer to 
another content, to another sentence. Thus, "I am lying" means 
"I am lying if or when 1 say so and so." To take the grammatically 
complete sentence "I am lying" as semantically complete is the en­
tire source of the fallacy and the confusion in such problems. In 
general it has not been seen that grammatical completeness is by 
no means a sufficient condition for semantic completeness. Now 
matters are clear. If "so and so" is false, then "I am lying" is true; 
and if "so and so" is true, "I am lying" is false. But grammatically 
complete sentences cannot be truth-evaluated without knowing their 
omitted portions. Thus much of what on a more superficial view ap­
pears to be nonsensical becomes sense on a hard second look. Such 
statements may be called pseudo-nonsense. Most paradoxes are. 
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2.32. Sentences can refer both to their grammaticalor physica1 
structure and to their semantic content without any necessity for 
paradox arising if we keep in mind that they can do the 1atter on1y 
if they are semantically as well as grammatically comp1ete. Since 
having been subjected to the now happi1y waning influence of 10g­
ica1 positivism or dogmaticism, we have been far too psycho10gi­
cally enmeshed in the glorification of syntax. and gramm ar at the 
expense of the basis of the premises on which the truth (as distinct 
from the mere validity) of all conc1usions must rest, that basis be­
ing semantic or pertaining to meaning in the sense of a verifiab1e 
correspondence with experience. 

Va1idity is a necessary but not at all sufficient condition for 
truth, which invo1ves a1ways the fact that the 1anguage used must 
be an experientially verifiab1e mapping of an experience a1ready 
made. The confusion of validity with truth and of grammatica1 with 
semantic comp1eteness has been fertile of misunderstanding in this 
domain. These matters are important for biosimulation, for we must 
know how to code instructions to an automat on unambiguous1y and 
without invo1ving commands impossible to perform under the condi­
tions of performance 1aid down in the meta10gic of the system. We 
1ater will consider the theory of instruction, which is important 
enough to deserve a section to itself. 

2.33. A second (for the first, see 2.31) famous but quite differ­
ent examp1e of nonsense, which even the fine thinker F. P. Ramsey 
did not penetrate because for the traces he followed he did not have 
the too1s, is the old but still undigested chestnut of the Principia 
Mathematica: the "paradox" of the "c1ass of all c1asses." Here the 
difficulty arises from another fertile source of 10gica1 error: using 
the same word in the same phrase or sentence, once in a 1exico­
graphically correct sense and then in a totally or partially erroneous 
sense wh ich does not be10ng to it. Mostly this is done unconscious1y 
because Jhe user hirnself did not perceive the illicit semantic shift. 
"A c1ass" of objects means aselection of p properties (where p 2. 1), 
these p then being used to gather together as a "c1ass" all the ob­
jects possessing (as qualities, rather than characteristics of posi­
tion in some space) that property or group of properties denoted 
here by p. 

Now the extent P of all possible properties is provab1y infinite, 
because the number of possib1e mapping ru1es is at least as infinite 
as function space; and conformity to a function (e.g., the function 
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"greater in a specified degree than 17") is a property. This being 
so, it is at once seen that no c1ass or selection can exhaust P. 
"The class of all classes" is a nonsense phrase in an absolute 
sense (see 2.3), for the first use of the word "class" is not lexico­
graphical, because something absolutely rather than merely rela­
tively all-inclusive is no longer a class or selection. * 

3.0. THE MAJOR PROBLEMS AND INHERENT LIMITATIONS 

IN ANTHROPOSIMULA TION 

Some indicated directions toward solutions of the first, and 
some adaptations to the second, will be sought. 

3.1. If we want to replicate a human we must at least be able 
to replicate what human thinking can do. Hence demonstrations of 
the human mind's capabilities can serve as practical targets for 
biosimulatory research. More important to the theme of this paper, 
such demonstrations can also throw light on the subject of whatever 
inherent limitations may exist in the nature of the anthroposimula­
tion problem. Sources for the derivation of minimal conditions of 
automaton capacity are also thus revealed. We shall now discuss 
some such demonstrations which appear notably useful in the ways 
we have mentioned. 

3.2. Question to the reader: If an evil and very wily jinn of­
fered you your choice of existing henceforth in any dimension 
through, say, the tenth, with the one condition that you would be 
forever confined to the topological possibilities of the dimension 
you chose, which would you pick? Perhaps the seventh, which max­
imizes the "surface" or (n - 1)-dimensional content of a hyper-

*"The class of a11 classes" is an example of absolute nonsense; more 
absolute than even Lewis Carroll's hypothetical pigs with wings, for it 
is not inconceivable that morphogenetic forces could have produced a 
porcine form possessed of appendages for flight, just as they did for that 
rodent with wings, the bat. It is difficult to match the depth of nonsense 
of a "class of a11 classes" by any of the actually far less nonsensical 
"nonsense rhymes" of Carroll. 

It is interesting to note that Russe11 in other instances shows a recur­
rent contempt for lexicography, which discipline, however, must remain 
the basis of honest and meaningful communication. We cannot use a word 
in an admitted lexicographical sense and then proceed to use the same 
word in an unallowable way which does violence to the first sense. This 
feint becomes even more indictable when, as with Bertrand Russel, it is 
employed without either warning or admission. 
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sphere, or the fifth, which maximizes its "volume"-or the fourth, 
wh ich contains the greatest numbers of kinds of regular hyperpoly­
hedrons of any other dimension. All these would seem to offer pos­
sibilities, and yet they would all land the chooser in an etemal 
dungeon as the everlasting slave of the wicked jinn. 

The only correct answer, as in the old fairy tales, seems the 
most hu-nble, the dull lead concealing the real gold. A wise man, 
forced to choose, would say "I choose, 0 Jinn, the zeroth dimen­
dimension, the point." At this the demon would vanish into an 
angry grease spot in his defeat. For any point, as we shall im­
mediately see, can be shown to be developable into an n-dimen­
sional space (0 < n ::; 00) of either finite or infinite extent, a point 
thus being able to contain a mapping of all Hilbert space. 

3.3. The fact that an infinity of points can be mappe.d in one 
point is easily and first seen in the center of a circ1e, which maps 
every point on the circumference, or again, in a vertex point of an 
angle, which maps all the infinities of points of all the possible 
opposite sides that can be drawn to complete the triangle. 

Now consider that any point may be regarded as a rolled-up line 
of finite length (not an infinite line, for that would coil up to yield 
a dimensionality of at least two). Hence any point, 0 = kloo, can be 
topologically expanded by uncoiling into the line of finite length 
k. Now the infinity of points comprising k can also be uncoiled at 
right angles to the surface to produce a finite solid, and so on 
through the dimensions. 

By a topologically double process we can do more. Imagine the 
infinity of points comprising k, now being uncoiled along the direc­
tion of the line, each uncoiling point pushing the rest of the line in 
that direction as they all uncoil. Now we have an infinite line gen­
erated from the original point. Continuing by uncoiling in this way 
w; would have infinite space of any dimension. It is important to 
note that this line cannot in one step re-produce the point, but must 
first undergo a longitudinal coiling-up of all the unrolled points 
that compose k, thus producing the finite line k again. Now k in 
turn would have to roll up on itself in a second topological trans­
formation, giving again the original point. 

Shakespare is thus literally vindicated of all poetic license 
when he ex claims through Hamlet: "Though bounded in a nutshell, 
1 count myself the king of infinite space." 
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3.4. Obviously, on the strength of the demonstrations of 3.2 and 
3.3 in the light of 3.1, our proposed humanoid would have to be able 
(that is, would have to be programed) to handle infinities and infin­
ite sets as usable realities of its "thinking." We at once arrive at 
an inherent limitation on biosimulational goals, for by the very na'" 
ture of the construction process-adding one part to another-a ma­
chine, however complex and subtle, could never be made, if an in­
finity of parts were necessary to Hs functioning, for the simple rea­
son that it could never be finished inthe first place, much less 
begin to operate. 

Moreover, if the rules for handling infinite sets could be incorp­
orated into the program of a finite humanoid, even then there would 
be the insurmountable barrier of how it could recognize the essential 
character of an infinite set, determining unambiguously that it was 

an infinite set. The fact of creative extrapolative thinking, * where­
by not only previous results in a given context are extended, but 
whole contexts are leaped, appears to remain a distinctly human se­
cret. That secret must remain in its ultimate reaches dark even to 
man hirns elf, for the knower in us by definition cannot be known. 
Epistemology ends in a dark mirror. In analysis Socrates is over­
ridden: we can be ourselves, but not explicitly know ourselves. 
The knower is always by the nature of things a meta-level above 
the known. Man cannot get behind hirns elf, and to this extent can­
not buHt hirns elf. 

3.5. There is another reason for the necessary stipulation of 
infinitization in the programing: a self-instructing machine, the 
complete humanoid, the full goal of biosimulation and cybernetics, 
must be self-determining or the goal is not achieved. Programing, 
as we have more and more learned since Goedel and Turing, must 
be in digital form to be adequate to the problem. But of all numbers 
only their upper limit, infinity, is self-determining. Whatever formal 
arithmetic operation is undergone by infinity by way of any other 
number, leaves infinity unchanged. It is ultrastable in Ashby's 
sense. Thus 00 + k = 00, 00 - k = 00, 00 + k = 00, and 00 x k = 00, where 
k is some finite perturbation operating on infinity. This is true of 
no finite number, even including zero as the lower limit of absolute 
value. One must hence analyze the nature of infinity to ascertain 
the boundaries of the biosimulation problem, a conclusion we have 
now reached for the second time and independently. 

*Ordinary logie is interpolative and henee tautologous. 
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We have already (3.3) discussed something of the topology of 
the point, wh ich we saw was far more complex than might be sus­
pected. We have also alluded (3.1) to the simple fact that counting 
numbers is an endless process. Clear recognition of this fact, how­
ever, leads to far less trivial matters, and in particular to the con­
c1usion of regarding infinity as a limit. Thus where n is the cardinal 
value of the kth ordinal number, counting by units in the most ele­
mentary fashion, 

lim (nk) = oe and lim (nk)-l = 0 
k-oo k-ro 

Thus, geometrically speaking, the limit of possibility in divid­
ing a finite line segment into sm aller and smaller portions is a 
point. Conversely, a figure of finite surface, say a square, can be 
considered as the area of an infinitely long line. This is most sim­
ply seen by extracting the infinitely long line from the square as 
one would extend a jointed measllring rod which had been folded up 
on itself in equal lengths. Obviously, only an infinite line could 
generate the square, for a finite line so folded up upon itself, how­
ever long, would result not in an area but simply in a line equal to 
the side of the square. Similarly, since.a surface has no thickness, 
a finite strip would fold into a rectangle which, if the folding 
length were equal to the width of the strip, would be a square. But 
an infinite strip would thus generate a parallelepiped with a square 
base. 

We therefore see that the minimal assumption required to define 
infinity with regard to real numbers is that infini ty must refer to at 
least the (n+1)th dimension if the numbers represent magnitudes in 
the nth dimension. Similarly, under such circumstances, zero must 
represent at most the (n - 1)th dimension. Thus "zero volumen has 
a perfect1y definable interpretation as either the finite surface S, 
the finite length L, or the point P. On the other hand, "infinite 
length" is definable minimally as a finite surface S, or generally as 
a finite content C in any dimension above the first. We have on 
previous occasions pointed out that complex numbers Rih , where 
i-i = e(4n+l)(1T/2) , n being zero or integral, require three dimensions, 
and not simply two, for their adequate minimal representation. In 
the light of the present discussion, therefore, infinity in the con­
text of complex numbers must refer to a finite content of at least a 
dimensionality of 4: twice the minimal dimensionality required to 
represent infinity for real numbers. 
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3.6. The essence of Turing's results [30, 31] consists in his 
showing that man could construct in machine form any finite num­
ber, where the size of the number represented the complexity or 
multiplicity of the machine's program. But typologically and essen­
tially, there is no difference at a11 between any number, however 
great, and any other number with reference to infinity. Both 1 and 1 
trillion become zero in that relation. Symbolically, 0 = k/oo, where 
k may assurne any finite value. (If also k = 0, the zero defined by 
the previous equation is of high er order and we have 0/00 = k'/002 = 0 2; 

where k = k'loo = 0.) 
Thus to construct a machine corresponding to infinity means to 

construct infinitely more than any ordinary or specialized Turing 
machine of finite order k. Now we sha11 seek a definition for the 
order of a Turing machine. 

3.61. We might first try by the route of considering the quantity 
of information-communication characterizing a given Turing machine. 
In this context a reasonable measure might be the amount of infor­
mation (defined in bits) absorbed by the processing center, plus the 
amount fina11y released, such a sum being reckoned per unit bit­
time of processing, or 

b + b Performance = a r 
(bt)p 

But such a merely quantity-base measure is crude here because 
it is inadequate for what we are seeking. (However, it does also 
inversely measure the complexity of a program: the greater the num­
ber of logical states in the program, the greater is (bt)p in propor­
tion to (ba + b r ), which is as it should be; for a11 other things being 
equal, the greater the program complexity the less efficient the per­
formance because the more time is was ted in the sense that the 
time is consumed more by the processing than it is freed for using 
the results.) 

3.62. We do better in our quest of defining the order of a Turing 
machine by recalling that Turing's and Goedel's approaches deeply 
agree, and by seeking on that basis to arithmetize* the innate cap­
ability of a Turing machine. 

*To arithmetize is, ultimately, to map on a linear continuum. This state­
ment is now further explained. All of logic, as we pointed out in 1958, 
can be shown to be transformable into topology: to the connectivity of 
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regions each of which we may call a given set of properties, p:::: 1. All 

logical relations may so be transformed into topological criteria, wh ich 
in turn are grounded in the nature of the continuum. These matters will 
be more explicitly seen in the Appendix to this paper in the seetion on 

the axiom of choice. 
Thus finally logic becomes a branch of topology; and, inversely, topol­

ogy becomes a mapping of logic, which hence in its turn is able to be 
the discussion (that is, a linear permutational mapping of word symbols 
themselves compounded by permutation from a simpler set of symbols 
called an alphabet) of mathematical reality. Thus logic and mathematics, 
rather than either being primal to the other, are isomorphie. 

Words and numbers (inc1uding syntax of words and operations on num­
bers) remain our two basic symbol systems which we must refer to and 
use in the precise expression of any act of thought. Both of these sys­
tems have as their fundamental characteristic the fact that they are linear 
and permutational. If we wish to express a thought, either audibly or vis­
ually, or by means of another sense such as touch-or even in the crude 
"words" of pantomimic gesture-we must use a linear permutation of sym­
bols. This is true for the author trying to describe a scene, for the orator 
seeking to express his reactions to something, or for the deaf-and-dumb 
mute expressing thoughts by means of a system of touching in various 
orders different places on another's palm. It is also true of mathematics, 
whether in the domain of proofs or computations, that there is a system 

of experience involving linear permutations of symbols that is used. 

Evidently, expression or recording, which is simply the fixing of ex­
pression in duration, is very deeply involved with the necessity of linear 
permutations, the linearity being ultimately imposed by the nature of 
occurrence. It is· probably also imposed by the fact that our own natures 
are such that we can only with the greatest difficulty become aware of 
time in a more than one-dimensional fashion. The fact that we can even 

perceive our limitation in this respect, however, is sufficient for hope. 
For we could not see it unless we had in ourselves a more adequate per­
ception of the nature of time than mere linear occurrence could afford. 

The involvement of linearity in expression goes very deep, as even 
nature uses it in encoding our genetic traits in the long, helical chromo­
some moleeules of our cell nuc1ei. In this connection the reader is refer­
red to the Appendix to this paper, the seetion dealing with the DNA-pro­
tein code and the adequacy of linear permutations for the mapping of any 
configuration in aspace of any dimensionality. 

The English language is fortuna te in having two words, "set" and 
"c1ass," that refer to the isomorphie duality of topology-Iogic. The very 
etymology of the word "set" refers to position and placement, that is, to 
the topological aspect of the isomorphism; while "c1ass" refers to quality 
and content, or to the logical aspect. Since the isomorphism is fundamen­
tal, it is useful and necessary not to use these two words interchange­
ably. 

Although sets may be made to symbolize c1asses (the simplest exam­
pIe being Euler's circ1es), there is a certain reduction of naturalness of 
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the symbol system, with a consequent increase of arbitrariness, if this 
is done. That is not to say. however, that doing it cannot be useful under 
certain circumstances; but we must nonetheless not lose sight of the 
limitations of what we are doing. For c1asses ultimately refer to content 
or nature, rather than to placement: to cardinal rather than ordinal num­
bers; while sets ultimately refer to placement and ordinality. The "ulti­
mately" is specifically justified. The theorem (conc1uding the Appendix 
on the DNA-protein code) that linearity is adequate to reproduce and or­
der a configuration of n elements in d dimensions, links sets with the 
ordinal numbers. 

The interplay of these two fundamental categories of placement and 
content, ordinal and cardinal, is the basis of that stroke of probably an­
cient Pacific genius which eluded Sumero-Babylonia, Egypt, and Greece, 
and wh ich gave us the first place-value number system, found originally 
only among the peoples of the Indian Peninsula and among the Mayan 
races, whose earliest colonies also bordered the Pacific Ocean, on the 
western coasts of Central America. The profound concept of an explicit, 
significant zero was, of course, part of this rich heritage since zero is 
the basis of any place-value number system. 

Finally, then, we have the following: 
A set is a group of elements a11 placed or set in a certain way so that 

they share one or more positional characteristics by reason of their place­
ment or gross position. 

A c1ass is a group of objects classified or selected by their a11 sharing 
one or more characteristics which are independent of the objects' posi­
tion or mutual configuration in some space, and which are independent 
of observing or viewing conditions except, obviously, when those condi­
tions are themselves the c1ass being considered; when, however, they 
must still be considered independently of any possibly superimposed 
second-order viewing conditions which in turn could distort them. Such 
characteristics in the domain of mathematical objects, for instance, could 
be intrinsic, non-projective size or shape. 

The gamuts of relative or projective size and shape form sets rather 
than c1asses since they may be referred to and occasioned by viewing 
distance and viewpoint (viewing angle)-data of gross position. 

Although transformations or encodings (the theory of transformations 
and the theory of codes are isomorphic~ from sets into c1asses and c1ass­
es into sets may be made by reason of the underlying isomorphism first 
noted in this discussion, what is still necessary is (1) always to know 
which is the reality and which is the imagined transformation of it in any 
given case, and (2) always to be aware, when one is using a map, code, 
or transformation, that one is doing so. For isomorphism does not mean a 
relativity of reality. One may, for instance, be perfect1y entitled to map 
the elements of a given set as equilateral triangles, and all objects shar­
ing another positional characteristic as squares. But that is a very dif­
ferent thing from saying that the objects in question are triangles and 
squares. 
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We can see then that an ordinary or specialized Turing machine 
can be represented by a number, k, connected in some specified 
manner with the complexity of its program, i.e., with the number of 
logical functions Rand data types (independent variables) D which 
furnish by their combinations the number of interna I states required 
by the program. Let us call such a machine T k, where k is this 
number. 

Considering the fact that a11 functions of two or more varia­
bles can be represented by aseries of parametric equations relating 
the variables in pairs we have as a measure of k the expression 
[R (D) !)j[(2) ! (D-2)!] which reduces to RD(D-l)j2. * Furthermore, 
we see that 

In some situations sets may be fundamental reality-wise. Then any 
c1asses into which they are mapped are codes, with heuristic value. If, 
in a different situation, c1asses are the given realities, then the sets into 
which they may be encoded for purposes of consideration and understand­
ing likewise must not be accorded the reality of the c1asses in this situ­
ation simply because the two are isomorphie. 

Seientific method, indeed, can now be seen in its essence, which is to 
constantly deduce what is the intrinsic, and what the observational form 
and nature of a given phenomenon, and to carefully separate the two. That 
is why a dogmatic relativistic epistemology is actually anathema to sei­
ence and defeats the seientific intention and the scientific quest and en­
terprise; for such dogmatism asserts that the observational form cannot be 
distinguished from the object, and thus that we cannot deduce what has 
given rise to our observations, whereas this sort of reconstructive de­
duction is the very essence of scientific method. Without it, science 
would degenerate into mere description, compounded with skeptical de­
feat. A very young child is a complete and natural convert to the relativ­
istic epistemology, and is quite unable to distinguish between effects of 
viewpoint and intrinsic nature, regarding a circ1e seen in perspective as 
an ellipse, indistinguishable from an actusl elliptical object of the same 
size. Much less would the baby-or the dogmatic relativist-be able to 
reconstruct the intrinsic object from the distortions or mappings of the 
sensory images to which it gi ves rise. 

*It is an interesting sidelight that the sum of all integers from 1 through 

m is thus seen to be (m + 1 )C2 the combinations two at a time of (m + 1) 
things, which are of course the triangular numbers; and that in general 
nC d furnishes the hypertetrahedral numbers in d dimensions. 
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where uT is a universal or general Turing machine, that is, one that 
can be made to simulate any given ordinary Turing machine T k' 

Hence the above measure is not yet adequate to deHne a universal 
Turing machine since it would allow k to become infinite even 
though only R or only D did so. Yet a universal Turing machine 
must be able to imitate the program of any ordinary Turing machine 
with any number of logical relations or of data types in its program. 

It is dear then that the infinity wh ich k approaches to yield uT 
can be approached only if both Rand D also approach infinity and 
not if only one does. The simplest function pattern expressing this 
requirement is that k should be measured by RD/(R+D), which thus 
becomes apart of the theory of Turing machines. Here, unless both 
Rand D are infinite, k is finite. Indeed, if we assumed that we 
could construct an ordinary Turing machine to handle an infinity of 
data types, then the above measure shows that its limitation, pre­
venting it from being a universal Turing machine, would consist in 
the finite number of logical relations that it could handle, since 
under these conditions our measuring function would yield k = R. 
Since the function is symmetrical, the same results mutatis mutandi 
would obtain in the ca se of a Turing machine able to handle any 
logical relation but only a finite number of data types, thus yield­
ing k = D. We may thus amplify our previous definition and write 

lim(T) = uTn 
D, R-oo 

3.63. Turing, in calling the internal states of uT "states of 
mind," was plainly very elose to the opinion that a universal Turing 
machine was the biosimulational goal. Let us, however, pursue the 
indicated development and specify the meaning of the number n 
above, where n refers to the order of uT in question. By what sort 
of metaspecifications is a universal Turing machine to imitate a 
T k? This is the pertinent question behind the apparence of the new 
subscript n. Put another way, how does uT n select among all the 
possible Tk ? The specification of this "how" will also thereby spec­
ify that the uT we are considering is of the nth order; that is, n 
will be specified. And this "how" must be built into the uT. We can 
not talk logically or meaningfully about the properties of a machine 
if, as so many uncritical cyberneticists unfortunately pers ist in 
doing, we are ineluding in those properties the presence of a hid­
den and unmentioned human operator who actually is running the 
machine by remote-control-in-time. 



THE LOGIC OF BIOSIMULATION 145 

The last phrase is extremely vital to the subject because, though 
all of us are accustomed to the triviality of remote control through 
space (via wires or electromagnetic waves, for instance), we tend 
to forget the equal triviality of speaking of the llself-operation" of 
a machine remote-controlled not through sp'ace but through time, * 
by means of an ultimately humanly and previously designed program 
built into the machine's physical or operation al structure. As we 
will again have occasion to mention in the portion of this paper 
devoted to the theory of instruction, a very basic form of instruction 
is construction. Programs may be constructed as weIl as encoded 
in the machine. 

We have all seen dexterous street hawkers jerking "animated" 
cloth and metal rabbits by thin controlling threads invisible to the 
gullible crowd, staring in wonder at the portentous phenomenon of 
artificial animation. Let us not follow in the hawker's or stage il­
lusionist's footsteps, deceiving ourselves in the bargain simply 
because we have complicated our spatio-temporal threads of control 
beyond our enfeebled powers of recognizability, drugged by our 
wishful thinking in terms of powers we would like to have but by no 
means yet possess. 

The height of such misguided abuse of cybernetic thinking would 
finally amount to the open fanaticism (as has been done) of calling 
man inferior to his own constructions which are "free" of mind, 
which in turn is not "free" because it is "constrained" by its own 
intelligent memory! The sophistry of equating "free" with "free of" 
is apparent; a moron or a machine may indeed by free of intelli­
gence, but an intelligent human being is freer than either of them. 
"Free of" simply means "without" and by no means "free." The 
constraints imposed by the knowledge of previous error and of how 
to avoid it are freedom in most tangible from. The word "constraint," 
as the word "free," has two very contary nuances, and the basic 
fallacy pointed out in 2.33 of using the same word in two quite 
different senses in the same passage so as to give the reader the 
impression that only one sense is being referred to, must be avoid­
ed like the moral and logical plague that it iso 

Such a misuse of words, if allowed to invade our thinking, would 
finally transform scientific discussion into degenerate propaganda. 

*For example, to say that a time bomb is "seH-operating" simply because 
the human beings who buHt and set it are not there when it explodes, 
shows the sterHity of ignoring remote control through time. 



146 CHARLES ARTHUR MUSES 

And twentieth-century life, surrounded by totalitarian dogmatism in 
one form or another, bears eloquent witness to the dangers and de­
gradation which are the fruits of disregard of honest lexicography. 
A new Babel is arising, not out of the confusion of physical tongues 
but out of the confusion of meanings. If it is not protested and op­
posed by dedicated practice it will threaten the intellectual liberty 
and health of mankind. 

3.64. So we see that to be free to choose among the Tk means 
exact1y that there are specifiable grounds for the directi9n of the 
use of that freedom. Moreover, as before noted, this "how" must of 
necessity be built into the uT. The sole exception is when n = 0, 
uT 0 being simply a universal Turing machine without any power 
whatsoever to choose which pro gram or programs it will simulate. 
In this case there must be the direct intervention of a human oper­
ator in deciding what T k is to be simulated, or which in wh ich 
order. 

Where n = 1 the uT has the power of choosing various T k in 
patterns stemming from a singly specifiable goal.* Where n = 2 the 
goal would be two-fold; and where n = q the goal would contain q 
independent aims the union of which would constitute the goal. Thus 
for a universal Turing machine the complexity of goal structure t is 
analogous to the pro gram complexity of an ordinary Turing machine. 
In the Appendix to this paper, in the seetion devoted to the axiom 
öf choice, it will be evident that one can extend and further gener­
alize the notion of a Turing machine; and that this generalization 
depends direct1y on the metadimensionality of meaning. There are 
only three higher-order generalizations or meta-levels of a Turing 
machine beyond uT,mention of which is made in the Appendix cited. 

*It should be kept clearly in mind that though a machine can be said to 
have a goal it cannot have a purpose, for it simply imitates purposive be­
havior without the experience of the least trace of desire. All that ma­
chines can be made to do is more and more subtly, with increasing var­
iety and finesse, to imitate animate behavior without experiencing or 
being able to experience that behavior in terms of emotion, desire, or 
feeling. Desire and emotion are not constructible. In the biosimulational 
context, only the imitation of behavior, and not the emotions behind it, is 
constructible. Thus robots cannot be said to be either ethical or unethi­
cal, no matter how complex their goal structures. Man cannot shift that 
responsibility to his creatures. That way madness lies. 

tMeasured as n in the uT n of 3.62. 
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3.7. We have seen from paragraph 3.5 that infinity in relation 
to some finite T may be considered as denoting conjunctively (1) 
a higher dimension than that in which T exists; (2) the meaning of 
k in the sense of that which uses T and by which T is used as an 
element of an operation which stands in meta-relation to its ele­
ments, of which T is one*; (3) some finite, undetermined number in a 
higher dimension that that of T; and (4) something which T cannot 
render unstable. 

Hence ultimately, "the meaning or significance of T," when T 
is a Turing machine of any constructible metalevel, becomes pre­
cisely the creator of the Turing machine, the human hirnself who 
uses it. Aside from hirn the machine has no meaning. Hence to con­
struct infinity in the Turing-computability context means, among 
other things, to construct a device capable itself of constructing 
and using any such Turing machine or any general-purpose comput­
er. We have reached von Neumann's problem. But there are still 
greater difficulties; for by the specifications (1) and (3) the 
construction of infinity would also include in its meaning final­
ly something as much beyond devices or machines as a higher 
dimension is beyond the dimension below it, i. e., something with 
at least one more degree of freedom than a machine, however 
subtle. Hence the biosimulational goal is seen to envisage not 
a device, whatever else it may be, but something of a different 
order. That goal cannot be achieved simply in terms of a machine, 
however complex. The fond delusion of hoping that complex robots 
could "evolve" from more simply programed on es is thus seen for 
what it is: invalid. The possibilities must all be in the initial, fin­
ite program, and the "evolution" is tautologous. Non-trival evolu­
tion therefore depends on infinite possibilities in regions ultimate­
ly beyond any constructible meta-level, and hence only on some­
thing with at least one more degree of freedom than any construc­
tible device, however subtle, as has before been shown. 

3.8. We arrive at the same conclusions of 3.7 by considering 
the fact that infinity is by definition incompletable. Despite some 
erroneous usages observed in the literature, it is salutary to real­
ize that "any number however great," E, is no more infinity than 
"any number however smalI, " E, is zero. In fact, as we saw in a 
somewhat different connection in 3.5, an entire dimension lies be-

*See the Appendix to this paper, the section on the axiom of choice. 
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tween E and 00, or between E and O. Geometrica11y put, in any line 
segment of magnitude E, however smaH, there is an infinity of points; 
and no line segment of magnitude E, however large, is infinite. The 
confusion between infinity and "a number increasing without limit" 
(as we11 as the like confusion between zero and "a number decreas­
ing without limit") vitiates the bases of much of the "rigor" of even 
some twentieth-century proofs in analysis. Neither zero nor infinity 
are numbers, but refer instead to at least one dimension respectively 
below and above that in which the finite number system lies. 

Thus a minimum of three dimensions is a necessary condition 
for a complete (self-contained) number system. This fact is inde­
pendently corroborated by performing an accurate geometrie analy­
sis of the expression e8i where () is real,* whereupon we obtain its 
minimal geometrical representation as a cone of unit slant height 
in three dimensions. Since any number can be represented as Rih 
(R being the slant height) we have again the conc1usion that the 
minimum number of dimensions of a complete number system is 
three. 

3.90. A humanoid, in the fuH sense of the biosimulational goal, 
must hence be incompletable in its possibilities of performance, 
which imposes a far more stringent condition than simply the end­
less tape of any universal Turing machine. This criterion can be 
cybernetica11y proved, in addition to the demonstrations of 3.7 and 
3.8, by considering that any completed machine could be rendered 
unstable and unreliable in the presence of some perturbation not 
contained in its necessarily finite vocabulary of response-forma­
tions. That is, any completable machine would reach a point where 
it could no longer minimize or even decrease Shannon information. 

3.91. Whether man can construct a system incompletable in 
some sense weaker than the stringent one of 3.7 is answered in the 
affirmative by his construction of logic, which was shown by Goedel 
to be incompletable and hence undecidable, when it extended be­
yond the rather naive and reductive propositionallogic of the Prin­
cipia Mathematica, just as the entire set of natural numbers is so; 
and hence arithmetic is also incompletable. 

Incidenta11y, considering (a) the one-to-one correspondence of 
the natural numbers with a11 propositions, and (b) their c1ear incom­
pletability, is the swiftest means of arriving at Goedel's useful con-

*See [20], p. xlix passim. 
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c1usion without the cumbersome methods stemming from a notation 
not comp1ete1y appropriate to the problem. But probab1y if Goede1 
had said it more simp1y he wou1d not have been so readily believed. 
Even so, it took about 20 years for his conc1usions to be recog­
nized, although they were 10ng apparent in the simple fact that 
counting numbers is an end1ess process. So far removed from each 
other are the exigencies of truth on the one hand and human psy­
cho10gica1 needs on the other-needs which science futile1y de­
ceives itself do not affect it; a1though the same psycho10gica1 
forces that so vio1ently and annually change the topo10gica1 struc­
ture of 1adies' hats dictate the far graver and 1ess admitted fashions 
in the history of what is "acceptab1e" in scientific thinking. 

3.92. Since the realization of a supra-Turing machine, (00) T, 
such as is discussed in 3.7, is the centra1 problem of biosimula­
tion, it will repay us to examine one further aspect of the nature of 
infinity, name1y its relation to enumeration. It has been assumed 
since Cantor's time that there was such a thing as absolute non­
denumerability and that this supposed fact was the basis for a high­
er order of infinity than the denumerab1e variety of, for instance, 
the set of a1gebraic numbers. 

However, there is reason and evidence to conc1ude that there 
is no such thing as absolute nondenumerability, the apparent non­
denumerability that exists mere1y reflecting our own ignorance of 
the nature of numbers and our lack of ingenuity of finding the basis 
for aserialorder among the irrational numbers. 

Thus the rational fractions are quite nondenumerab1e if taken 
in order of their magnitude. Under this criterion of sequence there 
is no "next" fraction. However, an absolute arrangement of a11 
fractions in order of magnitude exists. For the rational fractions 
are denumerab1e if taken in order of magnitude of denominator, with 
magnitude of numerator as the sub-ordering ru1e, thus: 1/1, 1/2, 
1/3, 2/3, 1/4, 2/4, 3/4, 1/5, 2/5, 3/5, 4/5, 1/6, etc. Thus denu­
merability simp1y means "possessing a ru1e of unique and exhaus­
tive se1ection." The fractions are nondenumerab1e with respect to 
one criterion of se1ection (total magnitude) but are denumerab1e with 
respect to two submagnitudes (that of denominator and numerator 
taken seperate1y though in relation to each other). With the second 
criterion we can specify a "next" fraction, which on the basis of 
the total magnitude of a fraction is unspecifiab1e. 
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There is no reason to assurne that we shall not find a construc­
tive method of introducing a discrete type of serial order into the 
real numbers when we know enough about the order in the modes of 
structure of irrational and particularly transcendental numbers. We 
sha11 return to these problems presently, first considering some 
further aspects of denumerability. 

For example, to define number as a c1ass of a11 c1asses obtain­
able by one-to-one correspondence with itself is saying nothing 
more than that an integer is the sum of its units, something which 
had been, of course, known for centuries and which does not define 
number. Number will not be defined until we understand what is 
meant by a continuum, and its definition must embrace zero with its 
diaphanous c10uds of infinitesimals and the infinites with their suc­
cessive unscalable reaches. Number is not to be defined by Rus­
se11ian word-play. Moreover, Russe11 is not even formally original 
in his definition. As a basis for cardinality, one-to-one correspon­
dence was first put forth by Georg Cantor in the 1870's with some 
none too happy results, for Cantor's view of transfinite cardinality 
makes a11 denumerable infinities equal, which they are not. (See 
also 3.94.) 

3.93. Infinity has never been c1early enough understood, nor 
has its reciprocal, zero. As already seen, these two mathematical 
concepts are not numbers, properly speaking, but rather designa­
tions for infinite c1asses (the orders of zero or infinity) of numbers, 
a11 characterized by the fact that they stand in relation to finite 
numbers as do limits to the terms of endless sequences. 

It was stated in 1873 as a theorem by Cantor that the decimal 
forms between zero and one could not be ordered. Yet they can be 
uniquely ordered by the fo11owing rule: invert the decimals and use 
the integer so obtained as the ordinator.* Thus 0.0016 is the 6100th 
decimal; 0.14158 is the 85,141st; 0.1416 is the 6141st decimal, etc. 
Hence we can say, as sha11 soon be demonstrated by another meth­
od, that aleph-nu11 = c, and there is no other transfinite number in 
the Cantorian sense. Yet even though the criterion of denumera­
bility thus breaks down as a measure of cardinality in the infinite, 

*The reader is referred to our abstract on the unique ordering of the deci­
mal fonns in the 1959 Notices of the American Mathematical Society. 
The fallacy in Cantor's proof is that what he tenns an unspecifiable "num­
ber" is actually a function. The counter-example given in the text illus­
trates this logical lacuna explicitly. 
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we have a much more sensitive and accurate measure: that of ratio. 
Dr. Warren McCulloch interesting1y points out* that "there is 

one passage that I can on1y understand by supposing that he (i.e., 
Augustine) knew well why the existence of horn ang1es had com­
pelled Euclid's shift to Eudoxus' definition of ratio ... for things 
may be infinite with respect to one another and thence have 00 ra­
tio" (italics ours). However, the indeterminate idea of infinity is 
what must be improved. First of all, it is necessary to see that two 
infinities may stand in ratio 0, 1, or in finity. Where a, b, c, d, r, 
and s are finite constants, 

11'm x2+ax+b=1 and . 2n +, . 4n +, 11m __ = 0 while 11m ___ = 00 
x-oo x2 + cx + d n-<OO 3n + 8 n-oo 3n + 8 

But two infinities may do more, and stand in the ratio of any finite 
number N. We have indeed been ab1e to derive an expression for 
the square root of any number expressed as the limit ratio of two 
different power functions of the number as the highest exponent in 
both numerator and denominator approaches infinity. The formu1a is 

m=n,k=O L (2n+l)C(2m+1)Xk 

X 'I, = lim m = O. k = n 

n-oo m,k=O 

L (2n+l)C(2m+1) x k 

m,k=n 

Such limit ratios of two infinite functions provide a new ca1-
cu1us. The differential ca1cu1us is based on the finite limit ratio 
of two functions, each of which approaches zero, and may be sym­
bolized as the operation eva1uating 0/0. The integral ca1cu1us may 
similarly be symbolized as the evaluation of (0) • (00). Finally, what 
we have just illustrated, and what we may call the infinite calculus, 
may be symbolized as the evaluation of 00/00. The mathematics of 
this ca1cu1us is still to be deve10ped. A1ready, as we just saw, it 
has been ab1e to provide the first explicit ana1ytica1 expression for 
x'/, in terms of integral powers of x and integral coefficients. 

3.94. By Cantor'~ definition of cardinality any two denumerab1e 
infinities are regarded as "equa1" because such infinite sets may 
a1ways be never-ending1y paired off. But in Cantor's specu1ation it 

*Page 3 of his lecture (the Ninth Alfred Korzybski Memorial Lecture) be-
fore the Institute of General Semantics, New York City, N. Y., March 12, 
1960. 
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is forgotten that pairing off by units is a valid measure of compar­
ative magnitude or cardinality only for finite sets. Two infinite de­
numerable sets A and Bare inexhaustible by definition under the 
process of continuing to select a member not be fore selected. For 
if either could be thus exhausted it would and could not be an in­
finite set. New pairings of members from A and B may continue to 
be made indefinitely, simply by reason of the fact that it was gi yen 
that both A and B were infinite sets with distinguishable members. 
Hence the unending ability to select and pair off members from such 
sets can give no inkling whatsoever of their comparative magnitude, 
much less provide a valid demonstration of their equality. 

Indeed, the infinite set of all square integers is not only not 
equal to but is infinitely smaller than the infinite set of all inte­
gers, yet pairing them off endlessly can of course be done, for this 
is part of the definition or meaning of "an infinity of distinguish­
able members." We may arrive at the actual comparative magnitude 
of these two sets by considering that in the first x integers there 
are f(x) squares, and f(x) = [xV,], where the brackets indicate the 
nearest lower integer, taken to be the square root itself if x is a 
perfect square. 

Now the prob ability Ps of choosing a perfect square from a fish­
bowl filled with counters numbered from 1 through x is given by 
Ps = ([x'hJ/x) '" X· lh • Thus for x = 100, Ps = 0.10 and for x = 200, 
Ps = 0.07, etc., the decrease being, of course, more than propor­
tional to the increase in x. Finally, lim Ps '" 0, thus demonstrating 

x--oo 
that the comparative size of the set of all squares in relation to 
that of the set of all integers is zero. The two are very far indeed 
from being equal. Though like all infinite distinguishable sets they 
can, of course, be endlessly paired off; that by no means, however, 
ensures their equality. The method of comparative probability of 
member selection is a far more powerful and accurate one than the 
simply empty tautology of endless pairing-a process and result 
which represent nothing more than the meaning of the phrase "infi­
nite and distinguishable" in another form, and which emphatically 
do not establish cardinal equality. Any two infinite sets with dis­
tinguishable members may obviously be endlessly paired off with 
each other. To call this fact a "transfinite cardinal number aleph­
null" is simply rather elegant nonsense, for the actual compara­
tive cardinality of two denumerable infinite sets, as has been seen, 
may range all the way from zero of any order through infinity of any 
order. 
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Let us now consider all the real numbers between 0 and 1. Clear­
ly, what we find out here will concern all the real numbers, since by 
prefixing integers to the real proper fractions all the other real num­
bers may be formed. In different terms, all the real numbers may be 
uniquely and exhaustively mapped on the points of the straight line 
from 0 to 1. All these points can in turn be isomorphically mapped 
on the set of all possible decimal fractions, including those with an 
infinity of digits. To measure this set irreducibly let us employ the 
dyadic number system, since all complications of a higher number 
system in this problem would be due only to the higher base. Using 
then the base 2, we find that there would be 2n possible dyadic 
"decimals" of n digits. 

Hence the total number R of decimal fractions between 0 and 1 
is given in lowest terms by R = lim 2n = 2"" = c, where c stands for 

n-oo 
the Cantorian cardinal measure of the set of real numbers. The re-
sult follows directly from the number of possible permutations, with 
repetitions allowed, of two things (namely, the two digits 0 and 1 
of the dyadic system) in n possible different places on a line. But 
this same limit is also the measure in lowest terms (that is, using 
the base 2) of the infinite set of all integers, our familar aleph­
null. Hence we may write, using the equality sign in the Cantorian 
context, 

aleph-null = c 

showing finally and unmistakably that there is only one type of in­
finity in this context of "pairing off," and thus the inadequacy of 
the Cantorian concept of transfinite cardinali ty. 

3.95. The fact that c = 2"" = aleph-null also permits us to ob­
serve that the real numbers are denumerable since they form an in­
finite set whose Cantorian ratio with a set of all integers is 
lim 2n /2n = 1. Let us try to observe this fact concretely, recalling 
n-oo 
here also the remarks made in 2.11. Let us slice the line 0-to-1 at 
will (with the proviso that no more than the first slice of any given 
length will be entered on the record, and that in the case of simul­
taneous equal slices of a new length, only one will be considered 
as the first slice of that length) and continue to slice the slices, 
entering the magnitude of each line length so gained on an accruing 
record. Let the jth act of slicing be termed sJ' and the number of 
different magnitudes accrued by the jth slicing, mJ• Where if:> is the 
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recursive quasi-stochastic function satisfying the conditions of the 
proviso, we may write 

Clearly now as j approaches infinity, mJ approaches the number 
of real numbers and becomes at the limit a cardinal measure of the 
infinite set of all real numbers. Since every sJ can be interpreted 
as aselection of at least one distinguishable member of the infinite 
set in question, to wh ich an enumeration may be assigned, the above 
procedure shows that this infinite set is also denumerable by thus 
being able to be placed in one-to-one relation with the natural num­
bers, since a relation of next-ness has been able to be specified. 
In the Appendix to this paper, in the section on the axiom of choice, 
it will be shown how this entire basic matter of next-ness or choice­
relation devolves upon the more fundamental condition of distin­
guishability. The following theorem can be proved: If the members 
of an infinite set are distinguishable, a choice-relation can be 
found; corollary: If the members of an infinite set are distinguish­
able, it is denumerable. 

3.96. Denumerability in relation to infinity is as important in 
its way to the theory of biosimulation as the relation of dimension­
ality to infinity, which was previously discussed. The reason for 
this importance lies in the domain of what we may call the theory 
of instruction, wh ich we will next consider, for instructions must 
be sequentially arrangeable in a discrete manner in order to be in­
telligible. 

4.0. SOME CONSIDERA TIONS ON THE THEORY 

OF INSTRUCTION 

4.1. There is a very interesting recursive function which the 
writer discovered in refining the final text of this paper. It is de­
fined as follows: 

(1) n mutually distinguishable objects 81' ••• , 8 n are in a giv­
en linear sequence denoted by the subscripts. 

(2) Any two contiguous objects in the sequence may be paired 
together according to some rule of relation, or left separate, as one 
pleases, and any number of pairs may be so formed or not, except 
that 811 82 must always be paired. 
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The recursive function under discussion is then defined as 

Rn(aJ) = P(1)(2) 

where P(1) (2) is the number of possible patterns formable in the 
given sequence by the application of the above two rules. We were 
able to show that there is an explicit and computable form for this 
quite general function, namely 

Rn(aJ) = F(n _1) 

where F (n-1) is the (n - l)th term of the Fibonacci series, enumera­
ted so that F 1, F 2 = 1; F3 = 2, etc. 

This function also plays, we found, a primary role in the oper­
ationa11y exact analysis of the fundamental arithmetic process of 
addition; thus the Fibonacci series lies at the roots of arithmetic 
and hence of number theory. This conclusion is further illuminated 
by the fact that a11 addition is implicitly recursive in the sense that 
the sum of a sequence of figures is at any stage dependent on a11 
the preceding figures back to the first; and the Fibonacci series 
is the simplest explicit demonstration of recursi vity in arithmetic. 
It turns out that the above function also represents the number of 
patterns of possible addition for n numbers; thus 5 numbers have 

F4 '" 3 patterns: (a + b) + c + d + e, (a + b) + (c + d) + e, and (a + b) 
+ c + (d + e). [One cannot add more than 2 numbers at a time.]* 

Also, where Mn is the number of operationa11y different multi­
plications (that is, taking three groups of four things is not the 
same operation as taking four groups of three things) that may be 
performed between n factors to yield their product, then 

The number of operationally different ways n numbers may be added 
[here (2 + 1) + 4 + 3 is the same operation as (1 + 2) + 4 + 3 but not the 
same as (1 + 2) + (4 + 3) or (1 + 2) + 3 + 4] to give their sum is more 
complex. If An is this number, then 

p = [n/2] - 1 
q = [n/21+ 1 

An '" n C 2(n - 2)' '"' ( )C 2-P L-I n-q p 
q=2 
p=O 

*The rule that we first add the first pair does not lose generality, for we 
are now concerned with combinations of patterns and not, as in the later 
function An' with their permutations. 
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[n/2] being the integral part of n/2, the number of values for both 
p and q being [n/2]. 

These numbers increase rapidly, the number of operationally 
different ways of adding only 7 numbers being 9450, while 6 num­
bers can be added in 990 ways. The same 6 numbers could be mul­
tiplied in 3600 different ways. Five numbers can be added, it turns 
out, in (5)! ways and multiplied in 360 ways. The number 5 is a 
point of inflection, as it were, with respect to the number of ways 
a number of numbers may be added, since if the number of addends 
is less than 5, the number of ways is less than the factorial of the 
number of addends; while it is greater than that factorial if the num­
ber of addends is greater than 5. (Five is also a privileged Fibonacci 
number, since only for it does F n = n, and ordinality and cardin­
ality are unified.) 

4.2. We have stressed operations because they are instructions. 
The operation 3 + 2 + 1 + 1 means add 3 to 2, then add 1 to the result, 
and finally add 1 again to that result. The operation 3 + 2 + (1 + 1) 
means add 3 to 2, then add 1 to 1, and finally add the two results 
together. Though the ordinary arithmetical sum is 7 in both cases, 
the operations involved, and hence the instructions given, are quite 
different. Thus in the theoryof instruction it is the operational 
paths by which a certain result may be obtained that are more im­
portant for consideration than the result. This emphasis is, of 
course, the essence of the idea of programing and program design. 

The theory of instruction is broader, however, than simple pro­
graming, for we may build machines which can be instructed so as 
to work out their own programs according to the data they receive 
from their environments. Thus the theory of instruction includes 
programing on one or more meta-levels. 

4.21. It also includes abstract linguistics.* Language, which 

*Which properly should also in turn inc1ude the logical and semantic an­
alysis of theories. Such an analysis of some aspects of relativity theory 
was undertaken by the writer in 1953 with the multiply demonstrable 
conclusion that the theory was formally inconsistent, since many of its 
principal results stem not at all from the relativistic assumptions (which 
lead to and concern simply differing scales of measurement arising from 
the enforced need to use signals of finite speed as a measuring device). 
Rather, those results spring from the (pre-Einstein) Poynting-Poincare 
developments of Maxwell's electromagnetic field theory. And the inclu­
sion of basic elements of Maxwell is not expressly admitted in Relativity 
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we have already cursorily mentioned in other connections, is very 
germane to the theory of instruction, for language of some sort is 
the substrate of a11 instructions. 

N. Chomsky's work, deeply influenced by the prior and brilliant 
results of E. L. Post, is one example of the present intense inter­
est in abstract linguistics, which of course has been springboarded 
by the advent of information theory. For the theory of instruction, 
however, a more operational rather than what amounts to an ulti­
mately descriptive emphasis is required by practical exigencies as 
we11 as by theoretic considerations. We have space here for only a 
brief outline of the alternative we have in mind for linguistic analy­
sis. 

4.22. Let us consider the schema 

[Wh ich] WHAT ACTS [How and/or Why and/or When and/or Where]? 

The meanings of the words are unrestricted. "Why" inc1udes both 
the specification of a goal and the specification of a cause in its 
gamut of meaning, and "Where" includes both place, and conditions 
or circumstances of place; "When" similarly inc1udes both time, and 
conditions or circumstances of a time; and "How" inc1udes in its 
meaning both intern al state or external means or extent. * "How is 
he doing his work?" may be answered by "sadly," "happily," "with 
a new hammer," "slowly," or "intently," for example. Similarly the 
"Which " of the schema may refer to physical or psychological con­
texts, and the question "Which man could do that?" may be answer­
ed by "The third man," or by "A good man," or "A man thus-and­
thus s kille d. " 

The two sets of brackets in the schema indicate that they be­
long to and are apart of the more general terms which fo11owand 
precede them respectively. "Which (sort of) WHAT" is still a 
"WHAT." Acting how, why, etc., is still acting. tOur schema is of­
fered as basic, and hence most adaptable, to machine instruction. 

Theory-or else the entrance of such elements is masked in its forma­
Hsm, and mention of their existence thus suppressed. The depth of the 
inconsistency is such that, as shown in [19], eh. IV, even E = mc 2 de­

rives direct1y from Maxwell, not from the relativistic assumptions. 

*For "How much, Httle, long, far, etc.," belong to "How." Compare "How 
so?" Similarly comment ("how") in French links with an imperative of 
commenter ("to comment"). 

tTo be or to become are also still to act, and are subsumed under ACTS in 
the schema; for both require actions to maintain themselves. For instance, 
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We must also mention here another very important context for 
"How"; namely, the context of what are normally considered objects 
grammatically, and not adverbs. "He whistled a jig" and "He whis­
tled sweetly" both tell us "How" he whistled. All objects are in a 
very profound sense adverbs of manner. This is also true of prepo­
sitionalobjects. "In the house" or "in the woods" essentially qual­
ify the in-ness and tell us the kind it iso These considerations 
clarify the ambiguous grammatical position of adverbial objectives 
such as "miles· in "I walked five miles,· et al. The accusative is 
primordially an adverb. 

4.23. Thus allianguage addresses itself to events and ultimate­
ly answers the question, with almost infinite variety of repetition, 
"WHA T ACTS?" Another view of the deep connections between lang­
uage and occurrence is afforded by considering that all sentences 
are spoken in the present. Thus "He hit the ball" inc1udes a speak­
er and a hearer engaged in a conversation in some present in wh ich 
a past act of some third person is being mentioned. We cannot talk 
about either the past or the future except in the present. In thi~ 
sense the sentence "He hit" is as much in the present as "He hits." 
The subject matter being discussed is simply in a different context, 
in this case a context of time. 

In view of the observations (3.62) as to the linear-permutational 
nature of all expression, and the basis for that fact in the nature of 
occurrence, we see in the present conc1usions but another instance 
of what we might have expected from our previous findings. 

4.3. A glance shows the formula for Mn in 4.1 to be less com­
plicated than that for An even though the operational combinatorial 
situation is considerably more complicated in multiplication. Why, 
we are now meaningfully able to ask, should the expression of the 
operations or performance in a less complicated situation be more 
complicated? 

The ans wer is important to the theory of instruction: Because a 
more complex task with more uniform construction rules (i.e., fewer 
generating functions and hence a greater entropy in the generalized 
sense already defined in 1.5) is easier to perform or realize than a 

a man cannot be without the blood circulating or without breathing for a 
certain time interval. A piece of iron cannot exist without the par­
tic1es of its nuc1eus moving within a certain distance from each other. If 
such motions no longer hold, the nucleus fissions and the iron no longer 
iso 
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less complex task with more varied generating functions (i.e., a 
lower generalized entropy), that is, with a more complex condition­
ality of construction. 

Thus to treat sequence always as significant, whether inside or 
outside a parenthetical pair, as we do in multiplication, is opera­
tionally and hence instructionally easier than to treat sequence 
within parentheses by a different set of rules than sequence outside 
operational parentheses, as in addition, even though the complexity 
(in the sense of the number of subpatterns) of results in the multi­
plication situation is much greater. The force of this principle nat­
urally increases when large numbers of data and hence mass-oper­
ations are involved. 

4.4. Thus performance, especially en masse, prefers uniformity 
of rules of action. Mass-performance is Procrustean. On the other 
hand, thinking seeks non-uniformities so as not to neglect them in 
Procrustean fashion, which for intelligence would of course be ruled 
out as a neglect of data of reality and hence invalid. The criminal 
tyrants' course of obliterating apart of reality already neglected, 
and then saying after its destruction that it no longer exists and 
hence one is no longer neglecting it, is of course a compound 
of fallacy and blind desire heedless of the reality of others' wishes 
or welfare, and hence utterly pathological, with past deeds stand­
ing contrary to false assertion. But intelligence can afford nei~ 

ther to be invalid nor, what is even more difficult to avoid, to 
be untrue. Intelligent thinking, seeking ever to test the valid­
ities it has gained against further reality to determine their content 
of truth, thus must ever search for new clues of non-uniformity with 
its previous conclusions in order to better its premises. 

The food of intelligence is as much decreasing entropy, as in­
creasing entropy is the nourishment of controlled performance. The 
two must remain in fruitful balance, which means that they shall 
operate within a value system that places the demands of intelli­
gent thinking above those of mere performance for immediate re­
sults without the interposition of further thinking. Otherwise, the 
generalized entropy in the system or situation will increase to the 
point of purposeless, stagnant monotony, or to some other form of 
death, such as cessation, below any point of possible life or pro­
gress, of systemic action. We have thus arrived at the same con­
clusion we gained previously by the route of comparing the fate of 
Shannon information in a situation dominated by cybernetic control 
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to a situation dominated by the decontrolling process of arriving at 
scientific discovery. 

4.5. It is interesting that, like intelligent thinking, deep affec­
tion also pays careful attention to non-uniformities: to the least dif­
ferentiation of behavior or expressed wish on the part of the object 
of attachment. A mother watches her baby very observantly and a 
master watches a pet the more closely the more attachment is pre­
sent, noticing at once the slightest indisposition which passes com­
pletely unnoticed by another. It finally appears that mass-treatment, 
lovelessness, and valuing performance or results above the ways 
they are gained, all go togetherj while intelligence, individual treat­
ment, affection, and the valuation of ways of behavior above pos­
sible immediate gains also belong together. 

Because of these deep interrelations both logical and ontolog­
ical, we see that the mass-treatmen t of man by man, with its cog­
nate value system of putting the results of performance above ~he 
ways of behaving, ultimately can hut lead to degenerate stupidity 
and the actual inabili ty any longer to distinguish indi vidual differ­
ences or fine, vital nuances of thought and feeling. 

Brutal and coarse leaders ruling brutish masses is the end re­
sult of placing what is gained, rather than how it is gained, first in 
the human value system. If control or "getting the results I want" 
(for control is never objective at its root, hut always based on what 
is desired to be gained) is likewise placed first, then cybernetics 
likewise degenerates. 

4.6. If, on the other hand, the theory of instruction is developed 
and deepened, then it is ahvays seen that if the instructions are 
less sensitive than the capacity of the system being informed hy 
them, the sensitivity and capacity of the system is either wasted 
or degenerated by instructions that can in time destroy the unused 
capacity hy either direct interference or by atrophy. The reductively 
fallacious assertion that man is simply a "device" leads, for ex­
ample, to such degenerate types of instruction. It behooves us, 
therefore, in dealing with humans, to frame our instruction theory in 
the deepest sense, so that our instructions do full justice to the 
potentiality of a human being. 

The applications of the theory of instruction go very far. Suf­
fice it to say here that those applications importantly concern wh at 
are known as governmentsj for systems of law are nothing hut in­
structions for behavior. Hence for the first time an impartial eva lu-
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ation of political systems and law codes, on the basis of the theory 
of instruction and the generalized theory of entropy already dis­
cussed in this paper 1.50 ff, becomes possible. 

5.0. CONCLUSIONS 

We have seen how the enterprise of biosimulation involves some 
deep insights. We have also seen that it involves several profound 
and inherent limitations which have been specified in the foregoing 
paragraphs; and that in order to discuss that enterprise clearly or 
adequately, several scientific disciplines must be taken into con­
sideration, the interrelation of which must be fundamenta11y explored 
and understood for the discussion. The limitations on the goal of 
biosimulation are, in fact, part of the nature of the universe in which 
we live. Hence the understanding of how these limitations operate 
must shed light on a11 the rest of our science, as we11 as on our­
selves; and it is in that light that this paper is presented. 
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NOTE ON BIOSIMULATION 

This word was coined by the writer in early February 1960 when he 
conceived the idea of holding an international conference on what was ob­
viously becoming an increasingly vital field: the imitation or simulation by 
man of the behavior and functioning of living things, such simulation being 
effected through man-made devices, i.e., machines in the broadest sense. 

Protective mimicry, seen in the white winter fur of the weasel or the 
amazingly convincing form of the Asiatic leaf-butterfly, is not at all bio­
simulation, since these creatures are not making devices, but are simply 
endowed with types of bodies whose morphology and physiology work 
naturally together-without any conscious intention on the part of their own­
ers being necessary-to provide concealment from enemy eyes, thus in­
creasing the probab~lity of their survival. 

In the course of the conference at Locamo, Dr. McCulloch, in mulling 
over "biosimulation, • remarked to me one day that the idea was good, bu t 
that he would prefer replacing the word by "biomimesis· since the latter 
had consistently Greek roots, and not one Greek and one LaHn. I regretted 
to disagree with him then and still do now, on the grounds that 1) there are 
many examples in the English language where Greek and Latin roots are 
necessarily combined in a word in order to express an exact meaning. The 
dictionary is full of them. They provide one of the sources of the richness 
of the English language, starting with Latin itself which greatly enriched 
its vocabulary by incorporating Greek roots; and 2) "biomimesis· would 
imply the protective mimicry or convergent evolution found in nature rather 
than the design and fabrication of an artificial device by man, which de­
vice may suggest or even replace the behavior of sorne living creature, 
inc1uding man himself. 

In view of these considerations, Dr. McCulloch's suggestion was not 
adopted because it would only contain confusing and contradictory impli­
cations and would be a bad word for bio simulation. 

C.A.M. 



CHAPTER Vlll 

THE SIMULATION OF LEARNING 

AND DECISION-MAKING BEHAVIOR* 

GORDON PASK 

SUMMARY 

In this paper we examine the peculiar difficulties of simulating the 
learning behavior of man, certain animals, and those mechanical 
artifacts in which forms of organization evolve. 

The basic difficulty is due to the fact that these physical struc­
tures are adequately representable to an imperfect observer only as 
self-organizing systems in the sense of a definitive paper by Von 
Foerster, rather than as systems in the rigidly interpreted sense of 
Ashby. 

We consider an underlying mechanism called "conceptuai home­
ostasis" which appears to characterize physical assemblies said to 
"learn" and, since it is argued that the currently used experimental 
methods are unsuitable for investigations of learning, we propose 
alternative methods and illustrate their use in so me practical ap­
plications. t 

*The work discussed in this paper has been sponsored, in part, by Wright 
Air Development Division of the Air Research and Development Command, 
United States Air Force, through its European Office, under Contract No. 
AF 61(052)-402. 

tThe reader's attention is drawn here to the exposition of the Addendum to 
the present paper: ·Comments on Evolutionary and Self-Organizing Sys­
tems" following section 5.2-Ed. 
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I wish to acknowledge my great indebtedness to the other par­
ticipants in the Symposium, in particular, for prolonged discussion, 
to W. Ross Ashby, Heinz Von Foerster, D. M. MacKay, and Warren 
S. MCCulloch, and also to Alex Andrewand Stafford Beer, who 

were unable to attend the meeting. * These gentlemen are in no way 
responsible, however, for the views expressed in this paper. 

THE CONCEPT OF A SYSTEM 

1. 1. A uni verse of discourse, denoted U, is a set of abstract 
and irreducible statements, which are Iogically true propositions 
for a specified group of experimenters or observers, and wh ich are 
communicable within this group. Each member of the group knows 
what conceivably could be the case (whatever is logically true). 
The discourse is a sequence of comments directed from one member 
to another, indicating that some of these possibilities are, or are 
not, apparent. 

In this paper we chiefly consider a limited kind of U, suitable 
for discussing thevaluesof a finite set V* of n variables vj-where 
i = 1, 2, ... , n-and a category of "behavioral propositions" about 
relations between the Vi and between consecutive express ions (or 
distinct "comments") in the sequence of discourse. 

Qne form of behavioral proposition (I) asserts an "abstract 
state" of v*, that is, a complete description V = Vb V2, ••• , V n 

of the values of the V j' If the V j are binary there is a set V* of 2n 

"abstract states." 
Another form of proposition (11) asserts a relation between suc­

cessive V, for example, that V(r + 1) = F . V(r), where r is an or­
dering label for any comment in the discourse, r + 1 an ordering 
label for its successor, and F a function with range V* and domain 
V*. With binary variables Vj there are 2 2n such propositions. We 
need only consider forms (I) and (11), although others, such as VI = 

f(v 2, V 5), are permissible. 
The most fundamental U depends upon the form of proposition 

that the population of experimenters can conceive of (upon concepts 
or relation, composition, rule, and regularity within the capacity of 

*Dr. Andrew, though unable to attend because of a prior commitment, 
contributed a paper which was presented in absentia and which forms the 
first chapter of these Proceedings-Ed. 
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the brain). These limits are moderately determined for intelligent 
adults. Moreover, Piaget [36] has demonstrated. the orderly exten~ 
si on of these limits, as children develop concepts formalized as 
logical multiplication, closure, linear ordering, and the resolution 
of components in several dimensions. 

Experimenters commonly use a much more restricted U. Scien~ 
tific convention dictates other and agreed constraints (propositions 
agreed to be true and as a deduc.ti ve consequence propositions 
agreed to be false or "inconceivable" in the sense that they are not 
rather than eannot be eoneeived). Further, there is a subset of eon­
ventions and the corresponding "ineoneeivable" propositions whieh 
experimenters may be prepared to break and which are often deter­
mined by tentative theories, whieh are advanced from intuition, or, 
as eonsidered in.1.S, on the basis of evidence gleaned from obser­
vation. 

1.2. An attribute a1, a2, • , , is a property sensed by a well­
defined instrument or proeedure (we may extend this definition to 
inc1ude distinct and eommunicable percepts experienced by an in­
dividual). Kindliness, rate of climb, and length are attributes. A 
pair al, al differ as their sensory apparatus (instrument or proce­
dure), and they are defined by the design of the apparatus. 

Attributes are "of" the complete environment. The "objects" to 
which they are related have been well specified by sets of attri­
butes found comparable and, in a sense we shall discuss, evidenc­
ing consistent behavior. Thus, we can determine the kindliness or 
length of a man, or the length or rate of climb of an airplane, but 
neither the rate of climb of a man nor the kindliness of an airplane. 
The objects "man" and "airplane" have the status of coherent and 
distinct entities because SOme of their descriptive attributes, being 
comparable, lie in the same subset, a*(man) or a*(airplane) as the 
case may be, and also because so me al c: a*(man) are not included 
by a* (airplane) and so me aJ c: a* (airplane) ·are not ~nc1uded by .a* (man)' 

Measurements are definite events that occupy a finite interval, 
say l!:. t. A measurement made at an instant t yields the value of an 
attribute at t. The "measured value" of aJ is an element selected 
from an index set (commonly the index set of the integers), by evi­
dence from the apparatus characterizing al' and ideally this element 
(or number) determines the property said to be sensed. But the ap­
paratus is imperfeet, the evidence is incomplete, and real "meas­
ured values" are necessarily uncertain indices of al' The apparatus 
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can thus be conceived as a mechanism for selecting at each inter~ 
val of !1 t, but not more often, imperfectly valued indices of ai(t) 
or, for a set of a* of m attributes a1, imperfectly valued states 
A (t) = a l (t), a 2(t), ••• , am(t). 

1.3. A parameter is some experimentally controllable quantity 
that modifies the behavior of the attributes deemed relevant to the 
experimental inquiry. Whereas, in the case of attributes, the value 
is uncertain, the value of a parameter is known and controlled by 
the experimenter. But the constraint which is modified by the para­
meter and the effect that changing this constraint will exert upon 
the behavior of the system is more or less uncertain. 

Let Y1' Y2,"" Ym be parameters. Y(t) = Yl(t), Y2(t), ..• , ym(t) 
is the state of the parameters at the instant t (if the Y/ are binary 
there are 2M possible states). To change the values of the par­
ameters is adefinite event. It is convenient to assUme that the 
state of the parameters can be changed each interval !1 t, but not 
more often. 

1.4. Let us partition the variables Vi of V* into relabeled sub­
sets: 

V* = x* @ Y*, n = m + M 

To observe or to perform experiments it is necessary to map a 
set a* of the attributes of the environment onto some of the vari­
ables Vi in U*, in the sense that tl1e values of Xl, X2, ••• , Xm 

become indices of the values of a1, a2, ••• , am (this is the sim­
plest arrangement; in fact, we require a mapping between A * and 
V*). Further, the parameters Yi must be functionally related to the 
ai (again, we need a mapping between a subset of V* and A*). The 
whole process, which entails selection of these attributes and para­
meters relevant to the experimental objective as well as the phy­
sical embodiment of the abstract mapping, is called identification 
[16] of the universe of discourse and denoted L. The construct 
C = A*, L, U is called a system. 

Propositions in U become hypotheses in C. An abstract state in 
U becomes astate in C. A sequence of states in U corresponds with 
states A(t) separated by M; thus V(t) = V(t) ~ V(t + M) ~ becomes 
a behavior in C. A behavioral proposition in U becomes a predic­
tion about the behavior of C. 
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1.5. A system gains empirical content and becomes of predic­
tive value when hypotheses are verified by experimental test. An 
inductive procedure has been considered by Ashby [3] as "black 
box" testing. The experimenter records the behaviors of the "black 

box" or system for different values of the parameters, and builds 
up estimates of state transition probabilities PI} (where i, j are used 
as indices of the states), and if the probabili.ty estimates are sta­
tionary, it is possible to construct transition probability matrices 
p = Ilpl}ll. Although the probability estimates can approach arbi­
trarily elose to 1 or 0, such a procedure cannot lead to certainties, 
for a confirmed hypothesis need not be invariably true. On the other 
hand, a single negative case can deny a hypothesis. Thus, the 
scientific method of posing or inferring from the evidence invariant 
theories of behavior, which experiments will be designed to negate 
or disprove, is relatively efficient. If this method is adopted U 
should be chosen with as much structure as the choice of attributes 
will permit. 

Obviously the specification of a system, devoid of empirical 
content, is the structural information (in MacKay's sense [20, 21]) 
associated with the experiment, while the metrical information (in 
MacKay's sense) depends upon confirmation or disproof of the hy­
pothesis in the system. 

The experimenter tries to discover a coherent and thus describ­
able behavior. In terms of the transition probability matrices P = 
IIp I} 11, and state probability distributions which, for initial state 
X, we shall denote P x(t), a behavior is coherent and describable 
either if 

Px(t + ~t) = Px(t)· P = X (O)p t (1) 

which is the Markovian case (in particular, where P is positive, 
regular, and for large enough t we have: 

P x(t) ~ p* (2) 

where P * is a fixed-point probability distribution, independent of 
the initial state) or, failing this, if 

Px(t + ~t) = P x(t) • Pr (3) 

where r is the index of p,. in a set ,j" of Markovian transition proba­
bility matrices, defined upon the same states, and is selected as a 
known function of an average () that depends upon the states that 
have previously occurred, r = g«()). A slightly more common variant 
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of this case occurs when p, can be characterized if the behavior 
is observed over an interval T. This entails the restriction that r 
shall not be changed by selection more often than T. Finally there 
is the case 

(4) 

where the current transition probability matrix is selected by some 
function t = f(Y) of the parameters. 

Of these, equation (1) is a statistically state-determined system 
in Ashby's [3] sense and becomes a state-detetmined system if the 
entries p IJ in P approach 1 or 0 when equation (2) reduces to the 
equilibrial case. Equation (3) determines a sequence of statistically 
state-determined systems which are, as a whole, state-determined. 
Thus, if in equation (4) the experimenter is defined as part of the 
system, the system as a whole is ultrastable. 

1.6. If the behavior of the system, or a subsystem, assumes 
one of these forms, the system or subsystem is predictable (at least 
in a statistical sense) and determines a model, from which it is 
possible to build a simulation of the system, either in the abstract 
or in some physical embodiment. Indeed, since assertions about the 
system are independent of the particular choice of attributes, the 
simulation can be given any physical embodiment. One realization, 
for example, consists of a roulette wheel with n stable conditions 
corresponding to the n states of the system. The roulette wheel is, 
for each turn, biased by one of n·t different sets of n weighting 
coefficients, each set corresponding to the n entries in a single 
row of a single transition probability matrix Pr. The value of t is 
selected either by an averager, which delineates the selecting func­
tion r = g(()), or at the user's discretion [thus simulating t = f(Y)]. 
In each ca se we accept the convention that each turn of the roulette 
wheel occupies one interval !1 t. The particular set of n weighting 
coefficients (a particular row of Pr) depends upon the outcome of 
the last, say the tth, turn of the roulette wheel. Using the bias thus 
determined, the roulette wheel is again turned. Sequences of states 
obtained in this manner describe the behavior of a teptesentative 
system, in other words, one of the statistical ensembles of state­
determined systems that satisfy the statistical constraints embodied 
in the simulation. If the Pli are 1 or 0 there is, of course, a unique 
representative system. If 1 > Pij > 0 there are innumerable represen­
tative systems in the ensemble with states determined by the sta­
tistical constraints and also by the so-called chance event which 
is the outcome of turning a roulette wheel. 
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1.7. Recalling the stages needed to arrive at a simulation: 
(i) The experimenter sets out some agreed, abstract, logical 

possibilities, so defining U. 
(ii) The abstract states V* that form the basic data of these 

possibilities are identified with states of aselected and imperfectly 
observable subset a* of the attributes of the environment to form a 
system c. 

(iii) The logical possibilities thus become experimentally test­
able hypotheses about states of a system. By confirming or denying 
these hypotheses the experimenter infers the existence of statis­
tical constraints. 

(iv) To produce a simulation some device, such as a roulette 
wheel, is used to exhibit some of the set of behaviors which are 
admissible, given these constraints. Since any assertions about the 
system are independent of the fabric of the environment or the par­
ticular attributes selected, the system can be simulated in any fab­
ric, for example, on a computer or a special mechanical arrange­
ment. 

1.8. Simulations of industrial plants, traffic congestion, chemi­
cal reactions, ocean currents, and many other physical happenings 
are performed very satisfactorily in this manner. We may be more 
or less ignorant of the detailed events so that the simulation is 
more or less adequate. But, however crude, we have the impression 
that the simulation is the right kind of thing, based upon the right 
kind of model, and that its imperfections could, in principle, be 
rectified if more accurate or expensive experiments were to be 
conducted. 

According to our definition any part of the environment, sup­
plied with energy, that exhibits some discernible behavior, can be 
represented as a system and simulated, though the system may be 
incoherent and uninformative. 

The experimenter may or may not know how informative his sys­
tem is likely to be before he starts performing a set of experiments. 
His uncertainty, if it exists, comes from ignorance of which attri­
butes can profitably be observed together. In the case of maximum 
ignorance the experimenter merely tries constructing a system (and 
we have commented that it is possible to construct a system iden­
tified with any part of the environment) in order to find out, by sub­
sequent testing, whether or not its behavior is coherent (whether 
or not, in other words, the system has any predictive value). Sup-



172 GORDON PASK 

pose that this system Cl = (Ai. Li' U) is coherent in the sense 
of 1.5; then because of this the attributes defining Ai are compar­
able. Similarly, if a subsystem had been coherent the comment would 
have applied to at least a subset of the attributes. On the other 
hand, if Cl is incoherent the attributes may or may not be compar­
able. In any case the experimenter will try some other system, say 
C 2, wh ich differs from Cl either in the identified attributes or the 
structure of the uni verse of discourse, or in both respects. 

We should notice at this point the following: 
(i) That experimenters can build up knowledge about which at­

tributes are comparable and reasonably considered together, merely 
by trying to construct coherent systems and registering successful 
attempts. But the process involves a search among an indefinite 
number of possibilities, is impracticable, and may be disregarded. 

(ii) Gi yen that Cl is incoherent, and ignorant of which attri­
butes are comparable, the experimenter must rely upon his intuition 
in choosing C 2, but: 

(iii) If he knows something of the character of the attributes be­
forehand his choice of a C 2 likely to be fruitful will be rationally 
guided by these data. 

(iv) The data concerned may have been gleaned as suggested 
in (ii), but this, although it may perhaps be the only source, is not 
necessarily the only source. 

The fundamental constraints that determine the form of concept 
that appears in the least restricted uni verse of discourse, have so 
far been regarded as imposing a restriction upon admissible des­
criptive frameworks and the communication of their content. But 
it is also possible to interpret these constraints as basic empirical 
truths about the environment; to argue, in other words, that "man" 
and his "environment" bear necessary relations to one another. Ac­
cording to this point of view, a man cannot be conceived by another 
man, without the environment wh ich is common to them both. Wheth­
er the environment has the status of "reality" or of shared empiri­
cal "belief" is an irrelevant and probably undecidable issue. The 
important point is that the structure of a reality or shared belief 
changes the experimenter's choice of system in a manner distinct 
from the effect of the data suggested in (ii), with reference to which 
it is meta-information. It is this meta-information which directs our 
hunches and on the basis of which some situations are regarded as 
necessarily similar, although there are no rational grounds for this 
supposition. 
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2.1. In classical physics there are "laws of science" or unify­
ing principles that relate the attributes conventionally used in mak­
ing measurements. Further, any of these attributes may be control­
led, as a parameter, by the experimenter. 

(pressure) • (volume) = (constant) • (temperature) 

is a rather low-Ievel "law of science," because when expressed in 
its exact form: 

(1) It enunciates a correlation that always occurs between the 
readings of a manometer, volume measure, and a thermometer in a 
well-defined (energetically closed) environment. 

(2) The relation can be eltplained in terms of other "laws of 
science" (such as those governing the motion of particles). 

Because there are many "laws of science" in his field of in­
quiry, the c1assical physicist leads a tidy life. In his system the 
identified attributes, being related by some "law of science," are 
always comparable. Further, his systems are constructed with a 
common universe of discourse that includes these "laws of science" 
and if a behavior in Cl is haphazard, he is immediately guided in 
his choice of C 2' (Indeed, in classical physics, the word system 
has acq1,lired a special meaning, "a collection of related physical 
objects.") But these restrictions that so helpfully guide an investi­
gator also limit the sort of regularity he can contemplate (to the 
sort admissible in c1assical physics). 

By way of contrast there are few, if any, behavioral "laws of 
science" and the behavioral scientist has to choose his attributes 
intuitively and to guess intuitively a C2 if the behavior in Cl is 
incoherent. The absence of "laws of science" is due, in part, to 
our greater ignorance in fields like biology and psychology, but also 
it is due to the inquiries that interest and seem relevant to bio­
logists and psychologists. These have a far wider scope than the 
precise inquiries of physics and as a consequence any unifying 
principle of behavior would, if it existed, be very elaborate indeed. * 

*In another paper I define a collection of comparable systems as a "ref­
erence frame." \Vhile the behavioral sciences have many different "refer­
ence frames," physics has one [30, 32]. 



174 GORDON PASK 

It is true that laudable attempts have been made to reduce cer­
tain aspects of the behavioral sciences to tidier form, but without 
exception these have entailed either (i) specialization of the re­
sults, or (ii) logical ambiguity in the descriptive model. 

Of these, (i) has been considered in detail by Beer who points 
out that "operational research" is a kind of behavioral science al­
most wholly concerned with specialized inquiries. In the extreme 
case the operational research worker wishes to make a statistical 
model of a factory X at an instant t, in order to build a controller 
(which, of necessity, embodies this kind of model) for factory X 
around the instant t (for the next few years maybe). He does not, as 
a primary objective at any rate, concern hirns elf with the principles 
underlying aIl factories. In part this is because, even if the de­
tailed data were available, the model to be made from them could 
not be expressed in the existing scientific language (this is recog­
nized in the comment that management is an art rather than a sci­
ence, but Beer [7] more cogently remarks that the science behind 
management is cybemetics). 

2.2. Both (i) and (ii) are manifest in "rat psychology" which 
is, perhaps, the most tidied branch of behavioral science. A fic­
tional his tory will illustrate the point. Many years ago, there were 
many perfectly respectable ways to describe the behavior of a rat 
and just as many behaviors to describe. Psychologists, of course, 
were anxious to discuss certain loosely defined aspects of rat be­
havior like "learning." Now, the investigation lead them to con­
sider situations where it was possible to recognize adaptations of 
behavior. Since the animal did not read or write, but did run about 
its cage very often, a maze was the obvious choice of situation. 
Among the behaviors exhibited in the maze one kind amounted to 
walking along a particular path, and consequently the different 
paths in a maze became known as the response alternatives open 
to the rat, or as the set of possible rat behaviors. Now, although 
the development of rat psychology took place informally, by vague 
messing around with rats, it could have occurred by a sequence of 
formal experiments in which variously identified systems were test­
ed and only those with a consistent behavior retained. Perhaps the 
main reason for retaining the maze was that if the rat were suitably 
stimulated by adjusting parameters like food supply, it could be 
induced to move along a unique path rather rapidly, and for certain 
values of this parameter the adaptation persisted. The effective 
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parameter could, once again, have been discovered by testing a 
sequence of systems. Once discovered it became known as rein­
forcement and the process of convergence to one of the possible rat 
behaviors became mistakenly known as "learning." 

Within the conditions indicated, rat behavior is statistically 
predictable (consider the Estes "Learning Model" or Skinner's rein­
forcement pro gram). Within these conditions we have an operational 
research problem like the factory in (i), which is sol ved by advanc­
ing an adequate statistical model. The solution is of considerable 
value even in practice. Thus animal trainers, perhaps the most ad­
vanced of the operational research workers, use the reinforcement 
techniques proposed by Skinner with remarkable success. But their 
underlying models (or the more explicit statistical models of Estes) 
do not, strictly speaking, describe learning. They account very weH 
for adaptive changes in a limited mode of behavior (given also, in­
cidentally, rather specially prepared animals). But the rat maze is 
only a formal learning situation. Any attempt to interpret this "learn­
ing" as learning in general, as the same process that we ourselves 
call by this name, is open to criticism, for logically, learning in 
general cannot be exhibited within a restricted field. Ostensive 
definitions of the process indicate the truth of this contention, for 
they sampie of a necessity a wide variety of situations which, if 
described impartially by the experimenter, would lead hirn to iden­
tify incomparable sets of attributes with a sequence of different 
systems. Or consider the minimal criterion embodied in Minsky and 
Selfridge's learning heuristic [27), where to say an object learns 
we must agree that it constructs response alternatives and relations 
of similarity between situations that are (to the object) different in 
kind (neither of these activities can be demonstrated in the rat 
maze). 

The rat, of course, may learn. It is merely that the experimental 
method is unable to discern whether it does or not. The rat in its 
maze dithers, dawdles, and blinks, and the action of walking over 
a path which features so dominantly in the experiment constitutes a 
minute (throygh conceivably an important) part of its repertoire. Nor 
(even if the action of walking along a path is important) is this be­
havior necessarily separable from a myriad of others. All the evi­
dence suggests that reinforcement has a very elaborate effect, and 
that the adaptations described by "rat psychology" are a limited 
facet of learning. 
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2.3. Much the same comments apply to experiments carried out 
upon human subjects. In an attempt to determine specific andre­
peatable conditions the well-attested method of the controlled ex­
periment is carried over from classical physics into the behavioral 
sciences. The experimental environment is built up from separable 
categories of discrete elements, namely, stimuli, response alterna­
tives, and reinforcements. In this respect the human subject is more 
amenable than a du mb anima!. For with a dumb animal the experi­
menter must discern what is a discrete stimulus by the kind of ra­
tional intuition that Lettvin, Maturana, and co-workers [17] used in 
the case of the frog (points of light on the frog retina are not dis­
crete stimuli, but the motions of small objects and particular kinds 
of shadow are). With a man, on the other hand, the experimenter can 
re quest his cooperation and make certain he agrees to regard events, 
such as the illumination of one from n possible lamps, as symbols 
for discrete stimulus entities. Similarly, the subject agrees that a 
set of m response buttons, one of which can be pressed at once, 
are symbols that exhaust the gamut of possible behaviors. Finally, 
the subject agrees to credit certain distinct "reinforcement" stimuli 
with a special directive function and to value the approval of the 
experimenter, which is indicated by the delivery of "reinforcement." 
(Thus, "reinforcement" modifies the subject's attitude.) Stimuli are 
instructions given to induce the performances of skill, as neces­
sary data, while reinforcement conveys meta-information about the 
performance of the skill and the experimenter's degree of approba­
tion. (Notice this is "subject's meta-information" or meta-informa­
tion with respect to the stimuli. It must be distinguished from "ex­
perimenter's meta-information," which is meta-information with re­
spect to the subject's behavior.) 

For many learning experiments the experimenter chooses a rela­
tion R to hold between the stimuli and the responses, a sequence 
in which the stimuli will be presented, and a rule of reinforcement, 
like "reinforce each response selection that satisfied R." 

The coherence of the subject's behavior in such a learning ex­
periment is measurable. Because of the agreed interpretation of 
events in the environment, the set of stimuli are identified with par­
ameters Y J c: y*, i = 1, 2, .•. , M and the set of responses XI c: x*. 
i = 1, 2, •.. , m are weH specified, and it is thus possible to com­
pute probability measures such as "variety" and "redundancy." Now 
redundancy, denoted Ti, is intuitively acceptable as an index of the 
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coherence (or organization) of a system (since it strictly is a meas­
ure of coherence if our expectations of events tally with the obser­
vationally estimated probabilities of events). 

Let PI(t) denote the probability of occurrence of the state VI' 

estimated for an instant t. The variety of the system at this partic­
ular instant, denoted g(t), will be 

g(t) = L: PI(t) log2PI (t) 
I 

If fl. is the maximum variety achievable with the constraints of 
the system, the redundancy .,., (t) is 

g(t) 
.,.,(t) = 1 - -fl.-

Using any plausible rule of reinforcement, .,.,(t) will increase 
from a value typifying a behavior govemed by recognition and ac­
ceptance of R at some later instant t = T, and different rules of re­
inforcement induce this adaptation more or less rapidly. 

From the experimenter's point of view, the state VI of the sys­
tem depends upon the subject's response. Thus, if the sequence of 
stimuli is determinate 

g(t) = L: PIZ(t) log2 PIZ(t) 
I 

where PIZ(t) is the probability, estimated for t, that xz occurs, given 
Y I' and where i = 1, 2, .•• , M and l = 1, 2, •.•• m. If stimuli are 
produced by a chance machine (biased to determine YI with a proba­
bilistic constraint II/)' we have 

g(t) = - L: L: II j • PIZ(t) log2 PiZ(t) 
1 z 

The relation R determines a characteristic function defined upon 
V*, and such that, for invariable reinforcement of a correct response: 

R . f t ~1 if v = M membered set of V*} eIn orcemen '" 
if not 

or equivalently, since V* = x* ® y*: 

Given Y l(t) 

. f _ f1 if x(t) = R (y I) = correct response, R l 
Rem orcement - to if not (one-to-one) f 

Assuming he adheres to the agreed conventions the subject aims 
to leam R. Initially he must select among M response alternatives 
when presented with a stimulus, and from the subiect's point of 
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view, his decision resolves a variety 

which is his uncertainty, given Yj' or R(Yj)' Ultimately, his uncer­
tainty will be removed, as suggested behaviorally, by the decrease 
in g(t) or the corresponding increase in 1/(t). But at various stages 
in this process we assurne that the subject has varying degrees of 
uncertainty about response to the various stimuli. Now, as Hick and 
others point out, the formal expedient of representing an intermedi­
ate uncertainty as a choice between some number of effective re­
sponse alternatives M*, less than M, is not unrealistic. We thus re­
mark that at an instant t less than T the subject decides between 
M*(t) alternatives, thus evidencing uncertainty of 

- lOg2 M*(t) 

these alternatives being formal constructs that have an incidental 
and hypothetical psychological reality. 

It is safe to ass urne psychological reality for a slightly less 
rigid structure which is adequately supported by the evidence. To 
be specific we shall ass urne the following: 

(1) That the subject behaves as an intermittent decision maker 
and contemplates adecision field which inc1udes .a set of possible 
outcomes (in experiments commonly identified with specific re­
sponse alternatives) and various possible forms of evidence (sub­
stantiating or denying hypotheses that refer to achievement of these 
outcomes). Each form of evidence constitutes what Miller [26] calls 
a "chunk" of data. In the limit case the chunk is an attribute of the 
environment, the evidence indicating its momentary value. The num­
ber of chunks that can be simultaneously contemplated is, on aver­
age, about eight. The subject is said to have a "decision rule" in­
sofar as he can demonstrate a preference ordering over the admis­
sible outcomes that leads hirn to use evidence in a rational pro­
cedure for achieving certain favored outcomes. ("Preference order­
ing" is an over-all characteristic of behavior that is modified by the 
subject's meta-information or reinforcement.) 

(2) The subject is adaptable (in particular, satisfying Ashby's 
requirements for the least specialized habituation). The subject 
adapts whenever he makes adecision (his characteristics cannot 
remain invariant). Further, his adaptation depends upon the condi­
tions of reinforcement. 
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(3) In terms of chunks the subject has a maximum decision rate. 
Consider the subject's state of uncertainty about securing a prefer­
red outcome. The experimenter is aware of this uncertainty from 
introspective reports of confusion and the observation that in some 
conditions an agreed and reinforced outcome is not achieved. 

Uncertainty in this decision field is reduced after assimilating 
chunks of data. 

There is a definite rate per chunk at which the uncertainty can 
be reduced by evidence that leads to making adecision. If he is 
made to respond at a greater rate the subject exhibits overload. 
Overload occurs when the subject's decision field is insufficiently 
organized. 

Uncertainty is reduced by chunks of da ta specifying evidence 
of different forms. Consider the subject's uncertainty in terms of 
these chunks. The maximum variety, or state of maximum uncer­
tainty, is determined by the forms of possible evidence denoted by 
Il chunks. The variety or state of uncertainty is g chunks. The re­
dundancy or organization is 

chunks = 1 _ g chunks 
Tf Il chunks 

(4) In terms of chunks the subject has a minimum decision rate. 
In other words, he must attend to something whether this is a se­
quence determined by the experimenter or the acti vi ty occurring in 
his brain. In this case Tfmax. ~ Tfchunka' 

Given assumptions (1), (2), and (3) and a self-paced presenta­
tion, it is hardly surprising that the behavioral measure Tf (t) in­
creases and that the subject comes to appreciate R. If the experi­
menter paces the presentation of stimuli the required decision rate 
must not greatly exceed the minimum, or, invoking assumption (4), 
be much less that the maximum (if it is, the subject must attend to 
something other than the stimuli). We conjecture also that the sub­
ject will actively look for relations other than R, and an obvious 
form of relation is sequential dependency between the stimuli. (Ei­
ther the subject tries to discem the determinate sequence or, if the 
stimuli are probabilistically produced, but not independent, he tries 
to discover the transition probability matrix, II = 11 IIikll, k = 1, 2, 
••• , m, that governs the stimulus sequence. If II is Markovian the 
probabilities IIi = I IIki are descriptive.) Discovery of any rela­
tions, determinate o~ statistical, alters the chunks that are decided 
about. Stimuli regarded as independent feature as stimuli in achunk 
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of data, but those known to have sequential dependencies will fea­
ture as pairs, perhaps, or in some more elaborate grouping. 

Now consider wh at happens in practice after the instant T: 
(I) If R is readily appreciated, the subject re volts at the monot­

ony and his behavior becomes either haphazard or irrelevant. In this 
case the measure TJ (t) either decreases or becomes indeterminate 
for any value of t > T. 

(11) If R is inconceivable because it is too elaborate, the sub­
ject adopts a more or less successful but stereotyped behavior 
pattern. 

(111) The subject divides his attention, as a motor car driver 
divides his attention if he talks to the passengers. 

(IV) The subject adopts different strategies in an attempt to 
maintain his own interest in the job, even though these strategies 
confer no logical advantage. 

Factory workers adopt this expedient when engaged in a monot­
onous occupation. Subjects who exhibit frequency matching, bet­
ting against a chance sequence, probably do much the same. For 
although the logically optimum strategy is to choose the most prob­
able alternative on each occasion, Seigel [40] has pointed out that 
the optimum strategy for a subject who needs to secure a maximum 
variety of response construction would be the frequency matching 
behavior which occurs in real life. 

It is possible to account for these empirically manifest behav­
iors, using the assumptions (1), (2), (3), and (4). The crux of the 
matter is that the subject must, according to assumption (4), decide 
about chunks of data at not less than a given rate. Relative to the 
system measure, the amount of information required to make achunk 
of data is decreased by the adaptive process that goes on between 
t = 0 and t = T. At the instant t = T, the experimental environment 
cannot satisfy the required rate. Thus, in (I) the subject no longer 
attends to the experimental environment. In (11) something similar 
occurs, but the subject is forced by the strength of his previous 
agreement to make some kind of response and we predict that this 
will be the least taxing kind of response, since he does not really 
expect it to prove successful. In (111) the experimental system is 
coupled not to the subject, but to a separable automaton which is, 
of course, embodied in some part of the subject's brain. In (IV) the 
subject reinterprets the situation. He may, incidentally, do so in a 
very profitable way that amounts to learning different methods of 
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achieving success, but the experimenter is unable to describe these 
methods within the experimental system for the integrity of this 
system depends upon the initially agreed interpretation of states 
and relations. Indeed, in each case, the system becomes nonexist­
ent, and measures such as ." are indeterminate, after t = T, because 
the experimental situation is too restricted for the subject. 

To recaptiulate, the system, though well-defined, does not per­
mit the changes of attention or the construction of other than the 
prescribed relations. But these processes are a necessary feature 
of the "learning" that interests uso Consequently, any model de­
rived from the system is too specialized to represent learning, for 
learning is only manifest in a behavior that extends over many ap­
parently incomparable experimental situations, that is, over situa­
tions which could be described only by systems identified with in­
comparable sets of attributes. 

2.4. A different approach is construction of a functional model, 
or learning mechanism (the model, in this case, represents how 
learning occurs rather than allowing us to predict the consequence 
of learning). Commonly, such models entail the idea of intervening 
variables (such as reaction potential) that seem to have the status 
of intervening variables in engineering or in c1assical physics. Thus 
apparently, it is much the same to say that various stimuli and in­
ternal conditions determine the value of an intervening variable 
that, in turn, determines a response, as to say that the rate of in­
flow of various reactants and the pressure in areaction vessel de­
termine the concentration of a product, which, in turn, determines 
the rate at which the vessel is emptied. But, if fact, we can really 
inspect the product concentration. In principle it can be controlled 
as a parameter. On the other hand, we cannot put our finger on "re­
action potential." Nor is it intended that we should, for this inter­
vening variable has the status of a descriptive convenience, not 
an attribute or a parameter of the system. 

Providing it is interpreted in this manner the intervening vari­
able is a useful though uninformative component in the model, but 
it is often credited with a different status (as part of the learning 
mechanism) because people want to put their finger on this elusive 
thing. Now unless it is possible to locate some attribute wh ich acts 
as an intervening variable (it rarely, though occasionally, is pos­
sible), this interpretation is false. As a matter of fact the evidence 
indicates that the intervening variables of a learning mechanism are 
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not localized. In particular, except in automatous animals like the 
frog, the decision function entailed in making a response is distri­
buted or, to use MCCulloch's telling phase [24], the mechanism has 
a redundancy of potential command. Insofar as that is true the in­
tervening variables, indeed the whole model, must be ambiguous. 

A somewhat similar difficulty occurs when describing chemical 
molecules in terms of the familiar bond models, and in another paper 
von Foerster and I [13] compared this description with the descrip­
tion of a learning mechanism. To reiterate the analogy, some mole­
cules are described, well enough for a chemist to make predictions 
about reaction mechanisms, in terms of a stable structure with fixed 
bonds. This case corresponds with the form of behavioral des­
cription in 1.5, equation (1). Other molecules are tautomeric. A 
number of molecular species X, Y exist in dynamic equilibrium, 
but, since any of the X, Y species is momentarily stable and may, 
in certain conditions, be isolated, we can legitimately model the 
situation, at any moment and for any specified values of parameters, 
like acidity and concentration of the chemical material, as a prob­
ability mixture that is made up from a% of X-bond model and b% of 
Y-bond model in solution. This is legitimate because the stable 
components X, Y do exist to correspond with the fixed bond models. 
Tautomerism is thus analogous to the form of description indicated 
in 1.5, equation (3). But there are other moleeules called "reson­
ant" that are not adequately described by a probability mixture of 
X, Y-bond models. It can be shown that any set of components open 
to description in terms of a set of bond models would be unstable 
components in a plausible dynamic equilibrium. So, very cogently, 
these neat structures do not exist. Some different kind of model is 
needed to describe resonance which is also true of our descrip­
tions of a learning mechanism. 

2.5. Phrasing the matter differently, observation in the behav­
ioral sciences is !iable to a necessary structural uncertainty which 
is distinct from the familiar uncertainty, gi yen a specific system, 
about the values of the descriptive variables. Structural uncertainty 
is an uncertainty about the system itself. It is exhibited in the 
case of learning experiments by the ambiguity about which sort of 
model to adopt or which sort of behavior to investigate. In the case 
of functional models that pose a mechanism of learning, it is ex­
hibited by an ambiguity about the status of components in the model 
which arises because of resonance. 
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2.6. At first sight, it seems strange that structural uncertainty 
should exert much influence in the laboratory, because our thinking 
is c10sely wedded to the idea of experiments conducted with con­
trolled parameters where, by the logic of the situation, this form of 
uncertainty must be exc1uded if the results are to be interpretable. 
But, on c10ser consideration, the experiments of c1assical science 
are a special case. 

To show this we must consider both the topic which a scientist 
aims to study and the procedure he adopts in conducting his study. 
Let us call both of these, when defined, a field of investigation. 
Classical science is exc1usively concerned with fields of investi­
gation with topics that can be studied within a single system from 
which testable hypotheses are derived and models and simulations 
constructed. The same is true for some of the topics considered in 
the behavioral sciences, for example, psychophysics and sensory 
measurement. On the other hand, the inquiries made in connection 
with learning and perhaps the great majority of behaviorally inter­
esting topics require the verification of hypotheses which cannot 
be derived from any one system at the present state of our know­
ledge, because they refer to apparently incomparable attributes of 
the environment. Consequently models and simulations of the kind 
we considered in 1.6 are of little value, even if they are conceiv­
able. 

However, we need not conc1ude that these fields of investiga­
tion are beyond the ken of science, although we must admit that an 
unconventional experimental method is needed. 

The essential requirement, in order to obtain coherent images of 
behavior, is control of the relation between whatever is observed 
and the experimenter who observes it. One method of effecting the 
controlled conditions (using the phrase in this broad but admissible 
sense) is to conduct experiments within the framework of one sys­
tem and this method (which reduces to controlling the parameters) 
is the most convenient method in classical science. It proves inap­
plicable because the subject cannot accept the experimental envir­
onment when it is so rigidly prescribed. Thus, in the behavioral 
sciences, a fixed parameter approach does not imply controlled con­
ditions, and conversely in order to secure controlled conditions, the 
parameters of the environment must be continually changed as fol­
lows: 

(1) Supplying in Ashby's sense, as much variety as the subject 
needs to keep his attention. 
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(2) Supp1ying a form of variety that the subject will accept as 
relevant. 

These requirements can be satisfied, as in 3.1, by providing an 
unrestricted experimental environment in which the subject is a1-
10wed to change his attention and the experimenter tries to keep 
pace with hirn. Altemative1y, as in 3.2, the recommended experi­
mental method entails construction of a variable experimental en­
vironment. The variation must, of course, be of a special kind such 
that coherent behavior is ultimate1y achieved. Common1y the varia­
tions needed to obtain controlled conditions will change the experi­
mental system so that it, or the set of identified attributes, is in­
comparab1e from one moment to the next. Thus, as we remarked a 
moment ago, the conditiona1 simulations of 1.6 do not adequate1y 
represent the system. 

EXPERIMENTAL METHOD 

3.1. Suppose the subject is allowed to have a substantia11y un­
limited environment such as a foom with p1enty of interesting events 
to look at and hear. It is common experience that in these conditions 
he will wander about attending to whatever attributes of the envi­
ronment intrigue hirn (the shape of the furniture, the sound of a 
phonograph record, etc.) and manipu1ating various objects, appar­
ent1y in order to alter the attribute va1ues (opening a window, chang­
ing the record on the phonograph, etc.). Indeed it wou1d be difficu1t 
to avoid the comment that his behavior, like the experimenters, is 
experimental. Further, because the environment is unrestricted, his 
behavior is exteriorized. When one aspect of the environment be­
comes tedious, he will be ab1e to choose some other aspect, which 
is not. He need ne ver resort to personal ruminations which are inac­
cessible to the experimenter. 

Now the experimenter has called the physica1 assemb1y that is 
wandering about the room "a subject," on the basis of meta-infor­
mation which has 1ittle or nothing to do with the observable behav­
ior. Hut having given the physica1 assemb1y this name, he must also 
credit it with other properties that stern from a belief that "a sub­
ject" is something similar to the experimenter hirnself. 

It is assumed that the subject and the experimenter can appre­
ciate the same attributes of the room. Thus it is reasonab1e to spec­
ify a possib1y enormous set of states of the environment, say A. 
The subject is supposed to indu1ge in much the same sort of hypoth-
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esis cünstructiün and testing as the experimenter; in üther würds, 
he is assumed tü cünstruct a system that the experimenter uses in 
ürder tü describe the subject's behaviür. 

We shall denüte this subject system G = Ai., L G' U G' Its states 
are (V G = X G ® Y G) c: (vi. = xi. ® Yi.). The X Gare determined by 
evidential ür stimulus variables XI' that are identified with a sub­
set üf the attributes al c: a. The subject's hypütheses refer tü the 
values üf the XI which, when they change, cünvey evidence. Früm 
the previüus discussiün the XI cürrespünd with "chunks" üf data. 
The Y Gare respünse states, dependent upün respünse variables, 
Y /, that are manipulated by the subject and determine the values üf 
the remaining attributes üf the envirünment. 

Nüw, regarded as a "decisiün maker," the subject has a "deci­
siün field" vi. with üutcomes V G' and manipulates the YI in ürder 
tü achieve süme preferred üutcümes (that is, within the lügic üf U G 
there exist ratiünal prücedures für achieving O'r apprüximating a 
preferred state, given certain evidence; the set üf prücedures, and 
the lügic üf U G' characterizes the subject's ratiünality). 

It is impürtant tü recügnize the status üf G. Müdels derived früm 
it dü nüt explain the mechanism üf the subject. On the cüntrary, 
they ünly cüllate the intrüspective statements which an ideally cü­
üperative and perspicaciüus subject cüuld make abüut his üwn be­
haviür. Rules güverning state transfürmatiüns in Gare "decisiün 
rules" (and, in principle, the subject can say why he adüpts a given 
prücedure by citing a "decisiün rule"). But, exc1uding ümniscience, 
neither the experimenter nür the subject can explain why a given 
state is preferred (which wüuld be a necessary part üf any mecha­
nistic descriptiün), and any assertiüns that such-and-such a perfer­
ence ürdering is the case are statements in a metalanguage talking 
abüut G (rather than the language used within G). A similar cüm­
ment applies tü such preference changing üperatiüns as reinfürce­
ments, wh ich are used by the experimenter. Whereas applicatiün üf 
a stimulus is an üperatiün, a change in süme evidential variable üf 
G that is cümpletely described in G, a reinfürcement, althüugh such 
change may effect the behaviür manifest in G, is nüt cümpletely 
described in G. 

The experimenter, having credited the subject with these püten­
tialities, expects tü übserve a cüherent behaviür. Thus he cün­
structs the experimental system, say C = A~, L c , U c' Ideally, he 
wüuld like tü secure a C which is isümürphic with G; failing this he 
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V· n V· C G 

Fig. 1 

would like C to be a homomorphic image of G, i.e., a less detailed 
image in which relations are preserved invariant. If either isomor­
phism or homomorphism is secured, we write C = L (G). 

Aprerequisite of C = L (G) is that the subject and the experi­
menter shall attend to the same states of the environment, .4~ = A~. 
In Fig. 1 the states in Aare represented as points in the plane. If 
there is equality the circ1es coincide, but a practical approximation 
is to maximize the measure of the set A ~ n At. 

From our definition of an i dentification, the condition A~ = A~ 
is also a sufficient condition for C = L (G). Now, if C = L (G) this 
does not me an that observations made in C are necessarily informa­
tive, but insofar as they are informative, they will be consistent. 
In particular, the experimenter will be able to construct a transition 
probability matrix P over the states V c c: V! that reflects the con­
straints governing the state transformation in G. If the subject, con­
firming hypotheses in G, adopts a coherent behavior, this will be 
manifest in C as a behavioral adaptation providing the changes are 
slow enough for the experimenter to discern a trend (thus the entries 
in P need not be stationary in the strict sense). The crudest index 
of adaptation is a change in redundancy (over an interval ~ t); thus 

if 'T/c (t + ~ t) > 'T/c (t), the behavior manifested in C is adaptive and 
reflects an increase in 'T/G due to confirmation of hypotheses or the 
elaboration of probabilistic constraints (the original chunks of data 
are no longer independent and become aggregated into larger chunks). 
Commonly, the experimenter is able to make detailed comments 
about the adaptation. Harlow, for example, can fit rather elaborate 
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trend-predicting functions to the response adaptation curves of apes, 
providing the apes adopt the same attitude or mental set toward the 
same kind of problem. 

Of course, C = L (G) is unstable. Recalling the assumptions (1), 
(2), (3), and (4) of 2.3, it must be. For, writing 1'/0 in place of 
11(chunk8" survival of a "decision maker" entails preserving the con­
dition 11m.x. > 1'/0 > 11min.' Now for a given system, say, G, the value 
of ILo is determined. But adaptive changes (or coalesence of chunks 
into larger chunks, 9r empirical confirmation of any hypothesis) will 
reduce the subject's uncertainty ~o l' or in particular, the uncer­
tainty ~x~ . 

To c04pensate for this tendency which increases 110 until the 
limit 11max. iS approached, it is necessary to change the system. 
Commonly, the change is a change of attention whereby chunks are 
"redefined," or equivalently the variables of the system are differ­
ently identified. Thus, if we express the transformation GI ... G2 , 

the significant change is A~l ... A~2' though conceivably U 0 is 
also altered. In either case it is convenient to dub the process 
"conceptual homeostasis," for it is a homeostatic change in system 
(and, consequently in the subject's conceptual framework), which 
comes about in order to maintain the conditions that are necessary 
for "decision-making" activity according to assumptions (1), (2)., 
(3), and (4) of 2.3. Insofar as the "conceptual homeostasis" entails 
change in the identification of attributes, we can say it maintains 
the "decision maker" in a stable relation to the environment. When 
manifested among Harlow's apes, this change is "insight." 

Let ro be an arbitraty instant, when GI is formed, and rl the 
moment at wh ich GI ... G2• Then GI = G(ro) and G2 = G(rl)' and in 
general, the subject will change his attention inducing a sequence 
such as G(ro) ... G(rl) ...... G(rn ), to which there will correspond 
a further sequence, V~ (ro) ... V~(rl) ...... V o(rn)' as indicated in 
Fig.2. 

An observer, having constructed a system C Ir discovers that 
hypothesis construction in GI (which is reflected as behavioral 
adaptation in Cl) leads to an increase in "Ic in the interval 
rl > t ~ ro. But at t = rlr there is a discontinuity 1'/c either be­
coming indeterminate or decreasing. Obviously, in order to main­
tain a coherent behavior in his system, the experimenter must 
change his system, as suggested in Fig. 3, to maintain the rela­

tion A ~(t) = A ~(t)' 
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Fig. 2 

Contradictory as it sounds, this procedure is not absurd. The 
fact is, the experimenter can only maintain a constancy in his re­
lation to the subject in a time-extensive system with states that are 
the disjunction of the states of several time-dependent and meta­
stable subsystems. In general, these separate subsystems C (ro) .... 
C (rl) ....... C (rn) are identified with attributes that become com­
parable only because (i) they have been identified with variables 
in the corresponding subject sequence G(ro) .... G (rl) ....... G (rn), 
and because (ii) the experimenter (on grounds of meta-information 
unrelated to the behaviors manifest in C) specified "the subject" 
as a distinct entity, thus implying that systems constructed by "the 

Fig. 3 
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subject" will be deemed comparable in the sense that the observed 
correlation between the coherent behaviors in the different G will 
be regarded as an indication that these behaviors belong to the same 
system. Consequently if it is true that e (t) = L [G (T)] for each 
value t = TO, TII ••• , Tn, members of the corresponding sequence 
are deemed comparable, in wh ich case we denote it: 

Ac == [e (TO) -+ e (Tl) -+ ••• e (T n~ 

and for each Ac there is a AG 

AG = [G(TO) -+ G(Tl) -+ ••• G(Tn~ 

such that Ac = L(AG)' 

Similarly, for each Ac there is a sequence of coherent behaviors 
represented bya sequence of transition probability matrices defined 
upon the momentarily pertinent states: 

cl> = [p (TO) -+ P (Tl) -+ ••• P (T n~ 

(but notice, the states referred to in PT are ordinarily different 
n 

from the states referred to in P Tn +l ). 

Thus, the experimenter's description of the subject's behavior 
is [A, L, cI>] wherein A specifies the structural requirements of ob­
servation and cl> summarizes the evidence obtained in each of the 
different inquiries determined by A. 

A moment's consideration of the conditions in which experi­
menters construct sequences [A, L, cI>] will convince you that the 
experimenter could not have specified the components of A at the 
outset (unless he had specified a11 of the states in V which, by ex­
cluding omniscience, we have agreed to be impossible). The exper­
imenter may be a child psychologist working in a nursery, in which 
case Ais determined as he pursues the infant subject and discovers 
what it is playing with-only if he knew beforehand, what the child 
would play with, could he specify A at the start of the experiment. 
But this knowledge, if available, stems from the meta-information 
obtained if the experimenter makes an assumption of similarity with 
the child. Thus there is a genuine distinction to be made between 
[A, L, cI>] and the systems, however large, in which we describe 
gases in vessels, or chemical plants, or any other thing with a be­
havior we can agree to represent within a well-defined set of states. 
Less obviously, perhaps, [A, L, cI>] is distinct from an ordinary se­
quential experimental (for, in this case, there is a well-defined 
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cost criterion that selects the next inquiry from a large but finite 
set). As an over-all comment, when a physical assembly such as 
the subject fails to demonstrate a coherent behavior in any system, 
but when it is possible for the experimenter to construct a sequence 
A (such that it provides a sequence cp of behaviors that are coher­
ent), we say that the physical assembly is represented in relation 
to this experimenter by a "self-organizing system" [A, L, cp]. The 
characteristic of being a self-organizing system does not refer to 
[A, L, cp] itself, but arises from the relation between the physical 
assembly and the experimenter (the issue is considered in the Ap­
pendix, Part 2, of this paper). 

3.2. Now in the experiment we have considered, the experimen­
ter concentrates upon maintaining a relation to the subject that per­
mits observation of a coherent behavior. The topic in this Held of 
investigation is really"the subject" or "all of child behavior," rath­
er than anything so specific as "learning," for the subject has com­
plete control over the form of relevant inquiry. It may be that this 
is the only possible kind of experiment. 

If so, the experimenter is more of a natural historian than a sci­
entist for he looks, like the natural historian, for the categories of 
a descriptive framework, rather than determining these categories 
on his own account. But this need not be his role in practice, pro­
vided that he is willing to manipulate the experimental environment. 
Often it is possible to use meta-information about the subject, and 
operations such as the promise of reinforcement, to guide the sub­
ject in his selection of G, so that AG and consequently Ac refer to 
more restricted "'topics" than "'the subject." 

There are several techniques which can be adopted by the ex­
perimenter or by adaptive automata (one of them, used in adaptive 
teaching systems, is described in the Appendix, Part 1. of this pa­
per). All of these techniques require certain basic assumptions of 
which the most important (al ready assumed in a slightly different 
form) is a structure in the environment that can be appreciated by 
the subject and by the experimenter. The al due to this structure are 
not binary attributes. Inferences can be made by the experimenter 
or an automaton about many distinct values of the same attribute, 
not only about its presence or absence. 

3.3. To illustrate the method used for varying the experimental 
environment in order to maintain a constant relationship to the sub­
ject, and, in this sense, to nullify the effects of "conceptual home-
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ostasis," assurne that the su bject is removed from his room and pre­
sented with a display: 

(i) Of a significant attribute al the values of which are stimuli. 
For each stimulus there is a "correct response" that is reinforced: 

Y 0 = R (XI) = R [Lo(a/)] 

where Y o = Y1, Y2, " •• , Ym" Each YJ > O. 
(ii) The additional attributes al indicate the values of the YJ(t) 

which should appear given al(t) in order to achieve a ·correct re­
sponse" Yo, and consequently reinforcement. These attributes con­
vey what is often called ·cue information" because it aids the sub­
ject in solving the problems posed by the appearance of stimuli, by 
reducing his uncertainty about Yo C Yt even if he is ignorant of R. 
But the al are logically irrelevant to the stimulus. For each value 
of al the remaining attributes al can assurne any values, without 
effecting the required response. Thus for each value of al there is 
a subset. 

All = (given value of attribute a/) • (any values of the al) and we 
can assert 

as the condition for reinforcement. 
Suppose (i) that the subject has agreed to prefer reinforced out­

comes, i.e., to perform the skill and (ii) that the experimenter wish­
es to discover how the subject dis tributes his attention about the 
"cue information" attributes, and how he adjusts his behavior, when 
dealing with a sequence II of the stimuli All. This, in other words 
is the topic in the experimenter's field of investigation. 

3.4. The technique consists of a pair of separable procedures. 
(I) The experimenter increases the rate at which stimuli appear 

and responses must be elicited so that, given G, the stimulus var­
iety ~x« is maximized. lncrease in "Ic or "10 will thus be due to 
adaptation and areduction in response uncertainty which is bal­
anced, as indicated above, by increasing the stimulus variety in 
order to maintain 'T/c and "10 between the limits of 'T/max. and 'T/min.' 

From our previous discussion this expedient will tend to stabilize 
a given G and if C = L (G) allow the experimenter to construct his 
transition probability matrix P. Explicitly, the experimenter in­
creases the rate at which stimuli are displayed, until this increase 
correlates with a decrease in the rate at which the subject makes 
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correct responses. A failure to make the correct response is as­
sumed to indicate an overload, because the subject has agreed to 
satisfy the rule R. 

(11) The experimenter wishes to compare attributes Bi which are 
incomparable and for this purpose, adopts the expedient of monetary 
valuation. The subject is provided with a "bank balance" (}(t), that 
is continually displayed. He starts off with a deposit. But the bank 
balance is taxed and, if he did nothing, this deposit would soon be 
absorbed in taxation. He can earn income by making a correct re­
sponse (either one unit of money for each correct response or a 
number of units inversely proportional to his latency on the oc­
casion concemed). The value of (}(t) is the reinforcement that 
the subject is asked to maximize (on the assumption of an indefi­
nitely lengthy experiment). But we remarked that in order to make 
correct responses consistently, and ll}us to earn money consistently, 
the subject must make use of "cue information." But, in this "econ­
omy" the cue information is made available at a cost that is speci­
fied by the experimenter, denoted in the case of the attribute BZ at 
an instant t as Pl(t). 

To realize the "economy" in practice the subject is provided 
with a set of buttons in one-to-one correspondence with the attri­
butes BI' If he wishes to know the value of the attribute BI at t, 
the subject is required to press the lth button. The cost of gaining 
this knowledge pz(t) is displayed above the lth button. Suppose that 
(}(t) ~ pz(t) or, in other words, that the subject has enough money 
to pay for the data he wishes. When he presses the lth button the 
value of Bl(t) is displayed and coincidently his bank balance is deb­
ited an amount P,(t). On the other hand if it had occurred that P,(t) 
> () (t), pressing this button would have exerted no effect. 

The experimenter is thus able to observe which attribute values 
the subject chooses to inspect and, by varying the cost distribution 
P (t) = 11 pP) 11, he can discover how much the subject is willing to 
pay for the different kinds of data. 

Recall (1) that procedure (I) ~eeps the subject in need of cue 
information, and (2) only by making correct responses can the sub­
ject gain money and since money is needed to pay for cue informa­
tion a given mode of behavior, entailing some distribution of correct 
responses, is conditional upon the cue information cost distribution 
p(t). Now (3) the experimenter can (and initially he must) reduce 
the cost of cue information so that an uninformed subject can gain 
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at least some money (otherwise he cannot do anything coherent). 
But soon the subject learns to do without some of the originally 
needed cue information. This tendency is, of course, counteracted 
by procedure (I). But, broadly speaking, there will be stable modes 
of behavior (which can be represented, more exact1y, by definite 
strategies) that can be maintained as stable entities only by a par­
ticular (not necessarily unique) distribution of expenditure upon cue 
information. (4) Assume that such a stable mode exists. By defini­
tion it leads to a coherent behavior in the experimental system. But, 
by increasing the cost of cue information, the experimenter can ren­
der this mode instable or indeed impossible. Further, there are some 
strategies of cost adjustment, increasing one attribute cost more or 
less than another, that most effectively limit the stable mode of be­
havior. (5) Since the behavior is stable and since he is in a position 
to discover how much the subject will pay, the experimenter can 
adopt a most effective strategy. (6) Assume that he does adopt this 
cost-increasing strategy until the stable behavior shows signs of 
becoming unstable. (7) Since a discontinuity in (J(t) is a good indi­
cation of instability, assume he adopts the strategy until there is 
a discontinuity in (J(t). But, at this point, before the behavior goes 
adrift, he reverses his proceedure until stability is regained. (8) In 
these conditions any cue information the subject pays for must be 
used. For, if the subject wastes money, he cannot maintain the be-

Hypothetical VG(~1) 
(Preferred by Subject) 

Hypothetical VC(~1) 
(PreLerred by Experin:enter) 

Fig.4 
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havior. Thus the distribution of (cost) • (purchases) is necessarily 
an indication of the subject's attention and indirect1y of G. Simi­
lady, a (cost) . (purchases) distribution conditionally specified 
with respect to outcomes, as derived from stimuli and response se­
lections, is an indication of the subject's "preference ordering" 
over the outcomes. 

Adopting this strategy, the experimenter reaches a compromise 
with the subject as indicated in Fig.4, which has the logical status 
of a conversation. The underlying mechanism of cost adjustment 
may, very readily, be delegated by the experimenter to an adaptive 
automaton that learns about the subject's behavior and determines 
the experimental environment. This kind of adaptive automaton does 
not dominate the interaction. In contrast, the adaptive teaching ma­
chi ne of the Appendix, Part 1, of this paper, adopts an instructional 
role, and does dominate the interaction. 

THE REALIZATIONS OF CONCEPTUAL HOMEOSTASIS 
IN VARIOUS ARTIF ACTS 

4.1. In the Appendix, Part 2, of this paper, we remark that a 
self-organizing system can be variously realized. Conceptual home­
ostasis is a special property of some systems of this kind, and, not 
surprisingly, it appears in a number of artifacts. Within them, the 
process can be considered at a mechanistic level. 

One of the most elegant of these artifacts is an adaptive net­
work of neurone-like elements considered by Beude [8]. The statis­
tical connectivity between the elements is defined in accordance 
with the crass histology of the cortex, and there is a precisely spec­
ified way in which the network itself is a statistical model of the 
brain. 

The physiological analogy is intriguing and is pursued in papers 
by Beude. But for the present discussion we need only consider an 
indefinitely extensive network of this form* wh ich (for reasons that 
need not concern us) is viewed as though it were adecision maker 
by some experimenter. 

4.2. If the parameters of the elements have been adjusted to sat­
isfy the assumptions (1), (2), (3), and (4), of 2.3, the behavior of 
active regions in this network will appear (to this experimenter) 

*These networks are considered in detail in another paper of the Proceed­
ings. 
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like self-organizing systems and they will have the special property 
of conceptual homeostasis. 

The network is coupled to the experimental environment by sen­
sory channels and response apparatus, as in Fig. 5. The required 
parameter adjustments are such that in the absence of a coherent 
sensory image the sensitivity and the amount of autonomous activ­
ity per unit area will increase. If a sensory image is presented, pat­
terns of activity (selectable by reinforcement) arise in the network 
and are replicated continually (perhaps with variations)._ Function­
als computed over these patterns excite "trial-making" response 
mechanisms that select states of the environment. 

When speaking of the "decision maker" we are not, of course, 
considering the tangible apparatus of the network, but patterns of 
activity that are sustained in the network by a cooperative process 
and limited by a competitive process. The cooperative process can 
be realized by many physical correlative mechanisms and the com­
petitive process either by energetic constraints or by a suitable in­
hibitory mechanism. In either case the limitation is interpreted as 
satisfying the assumption (3) of 2.3 that there is a maximum rate of 
decision making, a minimum redundancy 71min. or a limiting informa-
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tional capacity. The initial connectivity and the parameters of the 
components will determine the most basic U of the network. It is 
convenient to assurne that the constraints are minimal and activity 
in a region depends chiefly upon the current activity in adjacent re­
gions and the activity wh ich has previously occurred at the location 
concerned. Now one consequence of stipulating parameters adjusted 
to maximize the autonomous trial-making activity of the network in 
the absence of a coherent sensory input, is that the active regions 
are prone to expand, possibly also to evolve a characteristic form 
and, at the boundaries of the network, to engage feedback loops 
that have some components in the environment. Fancifully, it is as 
-f:bough the network were insufficiently large to sustain the activity 
it engenders so that stability demands a maximum interaction be­
tween the network and its environment. This is much the same 
concept of a brain that McCulloch advanced in his lecture "Finality 
and Form" but, in this paper, I wish to interpret the tendency to en­
gulf components in the environment for parts of the system's feed­
back mesh as a symptom that assumption (4) of 2.3 is satisfied and 
to regard the active region as a system that "must attend to some­
thing." There is a maximum redundancy Tfma:x~ This decision maker 
only exists if the network is active. Now, according to assumption 
(1) of 2.3 the decision maker attends to and decides about "chunks" 
of data. If the phrases "attends to," "decides about" and "regards 
as" seem illegitimate, they can be replaced. "Attends to," for ex­
ample, could be replaced by "is coupled to," which is less conten­
tious. But we have supposed that the decision maker or a subject's 
brain is deemed ahle to decide and these phrases are commonly used 
to describe whatever does decide. From assumption (2) of 2.3 the 
decision maker is, in Ashby's sense, adaptable (indeed, according 
to Ashby, the systems in the network must be adaptable for they 
are large dynamic systems wi th many stable states [4]). 

4.3. Consider the redundancy TfF of the states determined by an 
active region F (of unspecified extent in the network) that we iden­
tify vJith the mechanical concomitant of decision making. Suppose 
at t = TO' F is adjacent to the environmental boundary so that some 
feedback loops in the environment, call them E, take part in the 
activity of F. In this sense, F, E become closely coupled. Due to 
adaptation, g F must decrease and Tf F tend to increase. But Tfmax. 

~ Tf F ~ Tfmin.· The only compensation for the decrease in g F is an 
increase in IlF' which depends chiefly upon the extension of F in 
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the network. Thus, as adaptation occurs, and pathways (or synaptic 
impedances) become well-defined and activity from different parts 
highly correlated, there will be a tendency for F to expand in order 
to increase IlF' Or alternatively we could write F 1 -> F 2' 

4.4 Suppose that C (TO) describes just the feedback loops E. 
When F expands the elose coupling which existed when t = TO will 
be obliterated. Now if we insist upon a constant C we can only in­
terpret E as a fixed set of feedback loops so that IlE and IlC('T"ol are 
also fixed. Due to adaptation in F, TJ E and TJ C('T"ol will increase and 
then, as the coupling is obliterated, will become indeterminate. On 
the other hand, suppose the experimental environment is a similar 
network. In this case we are at liberty to interpret E as the name 
of an active region in the experimental environment, like F, in the 
artifact, and in this case E will decrease with t F (for being c10sely 
coupled E, F are no more than trivially distinct). Similarly, to main­
tain TJE within Hs limits, IlE must increase and E must expand in 
the experimental environment which we could write alternatively as 
E 1 -> E 2 (because of the elose coupling which, is this case, is pre­
served, it is pointless to ask whether IlE increases to compensate 
for increase in tE or tF)' In fact, we require TJmax. ~ TJEUF ~ TJmin. 

and compensate for decrease in tEuF by an increase in IlEUF.' 
If we adopt this form of experimental environment E cannot be 

described in C = C (TO)' any more than F could be described in G = 
G(To).Instead, the experimenter must specify a sequence Ac to cor­
respond with a sequence of descriptive systems AG (which the ex­
perimenter could only refer to as "decision maker's descriptions of 
hirnself"). For coherence, Ac = L(AG) when cp describes the adaptive 
changes in the sequence of different systems. But, mechanically 
speaking, a elose coupling is maintained between E and F, and if 
so, the system that represents E is a relation preserving mapping of 
the system that represents Fand vice versa. In other words, Ac = 
L (AG) is secured. 

Suppose now a form of experimental environment in between the 
rigid collection of feedback loops and the large adaptive network. 
It may be the environment controlled by the experimenter or an au­
tomaton. 

In the system description, C(TO) = L[G(TO)] corresponds with the 
mechanical condition of elose coupling between E and F. This cou­
pling is reduced unless steps are taken to adjust E (for E is no 
longer a large adaptive system, like the network). There are a cou-
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pIe of extreme possibilities. On one hand, F may be a uniformly ex­
panding, gradually moving region of activity with mean correlation 
between point activity fairly constant throughout. In this case i ts 
behavior, unless matched against an active region in a comparable 
network, is indeterminate. An observer, such as a man, cannot spec­
ify momentarily invariant systems like C (TO) and build up P over a 
set of states that are, for practical purposes, fixed (nor, for that 
matter, would it make much sense to talk about "chunks" or "de­
cision making"). At the other extreme, the adaptation in F leads to 
discrimination of closely re la ted sets of elements. 

Thus point activity correlations are highly structured and the 
abrupt change which occurs at t = Tl> when the active region ex­
pands, gives rise to a further highly structured configuration in 
which the constituents are groups of closely related elements that 
differentiated in the interval (t = Tl) - (t = TO)' In this case, the ex­
perimenter can adopt momentarily invariant systems C(TO)' C(TI), 
• •• and describe coherent behaviors. He will also be impelled to 
say that the network exhibits conceptual homeostasis. MacKay [19] 
considered a similar process in detail and he called it the develop­
ment of hierarchical structure in which constituents at a higher 
level [in this nomenclature an organization germane to F (Tl) = F 2, 
rather than F(TO) = Ftl stand as symbols for groups of lower-level 
constituents. Such an organization has the capacity to generalize 
nontrivially, and in a realistic sense to construct metalanguages. 

THE DIFFICUL TIES IN SIMULATING 
A SELF-ORGANIZING SYSTEM 

5.1. Simulation of a self-organizing system in the manner of 1.6 
appears to be either impossible or trivial. Of course, each P in cp 
is a statistical model which will determine a simulation like the 
models of 1.5, where P determines the constraints which any repre­
sentative system must satisfy and chance events can be used to 
embody our indifference between representative systems. But the 
sequence cp is entirely distinct from the set,ff' of 1.5 for, whereas 
the transition probability matrices of rff' are defined upon the same 
set of comparable states, those of cp are defined upon different and 
(apart from our meta-information) incomparable states. There is no 
function to select the P in cp as g«()) selects among the P in rff' and 
any proposal would be, at best, a neat mathematical flction. For in 
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selecting the P in cp we are selecting between the C in A, between 
different forms of inquiry. But the most co gent objection to simula­
ting [A, L, cp] is that the coherent behaviors are only meaningful in 
connection with the experimenter. The subject is only a self-organ­
izing system relative to the experimenter. It would be possible, of 
course, to ·simulate" by recording a number of [A, L, cp], perhaps 
for the same subject. Recordings could be placed in a machine 
which, on request, selected one for replaying by reference to a 
chance event. The basis of this trivial device is a supposed indif­
ference between experimenters. But a self-organizing system is a 
relational concept and we cannot afford indifference between exper­
imenters (or their experimental environments), without whom the 
system is not meaningful. 

5.2. The only valid simulation is a functional or mechanical 
model of the entire relationship which yields [A, L, cp]. The artifact 
must be able to construct metalanguages (but, as noticed, a devel­
oping hierarchical structure has this property). Thus, although we 
encounter the difficulties mention,ed in 2.4, the simulation can be 
constructed (one of MacKay's hierarchically structured artifacts, 
one of Beurle's networks, a number of ultrastable systems, and a 
number of evolutionary systems). The difficulty is that this activity 
may be uninterpretable, and the artifact has the status of a loose 
analogy or a heuristic or a conceptual toy, although none of these 
should be despised. 

ADDENDUM: COMMENTS ON EVOLUTIONARY 

AND SELF-ORGANIZING SYSTEMS* 
EVOLUTIONARY AND OTHER AUTOMATA 

We shall start with a story about two different automata, A and 
B, wh ich look, at the first glance, like very much the same kind of 
creature. Each lives in a world where some commodity (money, en­
ergy, food, or candy bars, just as you please, providing it is con­
servable) becomes available in limited supply. To be noncommital 
we shall call this commodity X. Both A and Bare able to collect 
X, and put it in a bag, and, in each case, the bag leaks. Both A 

*This material was presented originalty in the form of a second. short 
paper at the Symposium-Ed. 
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and B behave as if they were programed to maximize the amount of 
X in their bag, which implies that, on average, they must seek to 
collect X where its concentration is high. 

In saying the supply of X is limited, I mean that although the 
commodity flows into the world (or is being produced), the automa­
ton can collect X in a given region faster than it is replaced so that 
the X concentration in the neighborhood of this automaton will de­
crease. Thus it is pointless for either A or B to sit where they are 
and cQllect their X. On the contrary they must move around the 
world trying to find regions which are not depleted. In order to real­
ize this behavior both A and Bare provided with a finite set of pos­
sible moves, one of which must be chosen at each instant. Further, 
they receive sensory data about the concentration of X at more or 
less distant points, and they select the move they will make at any 
instant, as a function of their own state and the sensory evidence 
which they receive. 

Although both of these automata move to regions in which X 
concentration is maximized and, in this sense, can be regarded as 
hill-climbers [1], the existence and welfare of A does not depend 
upon its success. This depends only upon Hs designer, who has 
assured it of its existence, providing it continues to obey the com­
mands implicit in the function which converts sensory evidence into 
choice of a move. The function concemed may be, and often is, elab­
orate. It may involve a whole sequence of previous moves (ex­
pressed as the present state), but there is at some stage a limit to 
the length of strategy which can be inbuilt. Thus, in common with 
all hill-climbers, the automaton A can reach a position in which it 
has insufficient sensory evidence to determine a move according to 
its instructions. In this case it sits where it is indefinitely. 

Its designer may guard against this situation by introducing a 
rule which says that in these conditions the automaton asks for an 
independent or chance event (for example, it throws a die) and this 
chance event determines which of the possible moves are made. 
Without exception practical hill-climbing automata rely upon some 
scheme of chance perturbation in order to resolve issues which are 
undecidable within the framework of their instructions. 

Unlike A the automaton B cannot exist independently of its 
world. In the simplest case the substance of which it is made­
either its logical structure or its actual fabric-tends to decay and 
must be maintained by expenditure of X, wh ich can only come from 
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the X in its bag. If the amount of X falls below a critical level, B 
will literally fall to pieces. This will happen, for example, if the 
automaton is faced with the dilemma I have just described-it has 
insufficient evidence on which to base a decision-and as a result 
remains motionless, depletes the X in its neighborhood and even­
tually the X in its bag. 

Clearly B is an automaton designed to exist (whereas A existed 
independently of its X-maximizing activities). Ih a world with autom­
ata designed to exist (which stand a chance of ceasing to exist), 
we commonly have in addition a rule-a "nuc1eation" [14] rule­
whereby automata are created at those points in the world where 
there is a surplus of X. But an automaton designed to exist is not, 
in itself, an evolutionary system. In order to be such a thing an 
automaton must be designed to survive. There is, however, a very 
c10se connection between the "designed-to-exist" creatures and 
those wh ich are "designed to survive," which merits their indusion 
jointly in the category B. It is this. Given a competitive world in 
which automata can interact (signal to one another and respond), 
cooperative subsets or "coalitions" may appear. Such coalitions be­
have like a single automaton and I have (in other papers) [13, 14, 
28] described some of the conditions which make this single autom­
aton a creature that is able to survive. For the present purpose we 
need only note that the simplest way to ensure interaction and ag­
gregation of the primitive ("able-to-exist") automata is to make the 
fabric of the world use-dependent, so that the act of collecting X 
modifies the subsequent supply of X at the point where it is col­
lected. More generally (and expressing the requirement in terms of a 
state description) the primitive automata must be c10sely coupled 
to habituable [4] surroundings. 

With these comments upon its possible origin, we define autom­
aton able to survive, which is itself an evolutionary system, by 
adding a rule R of development, to the "able-to-exist" specification. 
The rule R is applied whenever the "able-to-exist" automaton is 
imperiled by an undecidable situation. It says: 

(i) If the X in the bag exceeds a critical limit, the primitive 
automaton evolves by transforming itself into a larger, more elabo­
rately structured automaton able to make more moves and to appre­
ciate a greater variety of sensory inputs, for which the (primitively 
undecidable) situation may not be undecidable. * 
*A variant upon this rule, applicable in systems with many interacting 
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(ii) If the X in the bag is less than the critical limit (less than 
is needed to maintain the evolved structure), the primitive automaton 
ceases to exist. 

It should be emphasized that: 
(i) R is adecision function, the outcome of applying R depends 

upon the state of the automaton and, in general, its surroundings. 
There is such a rule, for example, in Selfridge's "Pandemonium" 
[41], and the R in Rashevsky's [39] evolutionary model is deter­
mined by our choice of the network transformation parameters. 

(ii) R acts upon the structure of the automaton. 

Basic Di stinction 

Thus the chance events that perturbed A when it was presented 
with an undecidable situation have been replaced in the case of 
B by: 

(1) A rule R which induces a structural modification of the au­
tomata. 

(2) A nucleation rule which assures a supply of structural ele­
ments, namely, primitive and X-dependent automata. 

It occurs that an observer looking at a system which either is 
an A automaton or is made up of nothing but A automata, need suf­
fer no structural uncertainty (he could examine the essentially finite 
automaton until its behavior sequence became cyclic, or in the sim­
plest case, he may have constructed the automaton himself). But 
(because of the chance events) he may, unless he looks inside the 
dice-throwing machine, suffer uncertainty of a metrical kind about 
which of several possible outputs will occur. On the other hand, an 
observer who looks at a system which either is a Bautomaton, or 
is made up of Bautomata, will be !iable to a great deal of struc­
tural uncertainty (unless, perhaps, he constructed the machine and 
has an entire and detailed history of its subsequent behavior). In 
other words (because of this) he will not know precisely what kind 
of structure he is observing. 

Additional Points 
For c1arity I have assumed that the automata have a well-de­

fined form, and might be thought of as Grey Walter tortoises [45] 

automata, is that evolution occurs by the combination of primitive an­
ces tors one of which is placed in an undecidable situation. 
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which shamble about the world. In this case their moves are actual 
motions and their sensory input is derived spatia1ly. But an autom­
aton need not be such a definite thing. Indeed, its basic speci­
fication is in terms of "states" and it has the logical form of 
one of Ashby's "machines" [3], that is, an automaton may be any 
set of states, related by some well-defined mapping (one or more 
transformations) such that some recognizable feature is kept in­
variant (the set of transformations form a group). Thus the autom­
aton might be a mode of oscillation, or a wave of activity in one of 
the networks described by Beurle [8] (providing this mode or wave 
tends to survive), or it could be a set of chemical reactions which 
preserve some cyclic process invariant, or it could be some kind of 
abstract symmetry which is preserved without reference to any par­
ticular physical parts. 

Further, the rule R can be variously embodied in the automaton. 
To cite a pair of less familiar cases: 

(1) In Peter Green's [15] analysis of learning, we come across 
"representations" of data which (in a sense that Green makes ex­
plicit) are modes of oscillation in a network. Each "representation" 
Y indudes a number of other representations of different data. In 
the terms we are adopting each Y is an automaton and the represen­
tations inc1uded by Y determine R for Y. 

(2) A "thread" artifact which I have described (in other papers) 
[29, 31] gives rise to "automata" in the form of microcrystalline 
metallic fibrils, overlaid by an oxide coating. The "nuc1eation" rule 
for these automata is literally the ctystal nuc1eation rule fot the 
material. The "decay" rule is implicit in a chemical teaction which 
dissolves the thtead. The fibrils develop and ramify according to 
the prevailing conditions in the system and R is, in this case, de­
termined by the crystal structure of the metal. In particular the 
dynamics of this system illustrate Stafford Beer's [7] contention 
that the fabric of an evolutionary artifact is far from irrelevant. 

Another important point which I suppressed for the sake of c1ar­
ity is that it makes sense to talk of an evolutionary automaton only 
with respect to well-specified surroundings.* The concept of evolu­
tion tefers to the relation between the structure of these surround­
ings and the structure of that wh ich evol ves. The particular case 
we cited-the surroundings in which competition for X took place-

*Similarly it only makes sense, as von Foerster has pointed out, to talk 
about a self-organizing system relative to a structured world (see [12]). 
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is valid, but far too specialized. Of course, if there were no restric­
tions on X the automata could not behave as evolutionary entities, 
and it occurs also that if they were unable to cooperate by interact­
ing one with another, evolutionary automata (designed to survive) 
could never be built out of primitive automata (still of the B kind), 
which are designed merely to exist. However, in general these re­
quirements of competition and cooperation are manifest in a more 
abstract and less readily extricable form than they are if we think 
of the automata as tortoise-like machines. I shall not attempt an 
entirely comprehensive discussion in this paper, but there will be 
an opportunity to point out a number of ways in wh ich the evolution­
ary character of an entity depends upon the surroundings in which it 
is said to evolve. 

Evolutionary and Self.Organizing Systems 
Having buHt up a rough distinction between systems which are 

evolutionary and systems which are not, it will be possible to ex­
amine some features-properties of the system-which characterize 
the evolutionary kind. In doing so I hope to exhibit some conse­
quences of aproposition due primarily to Ashby [5] and to Beer 
[6], which is (expressed in one way) that any closely coupled dy­
namic system capable of mulipie partitioning will, if made very 
large, almost certainly be evolutionary. 

At this juncture I wish to distinguish "self-organizing systems" 
from those which are "evolutionary." 

To do so I would like to point out that the statement about large 
evolutionary systems is a consequence of the possible modes of 
inter action between abstract objects, constrained by the language 
which we commonly use in describing them, that is to say, by the 
restrictions of an admissible logic. When it comes to describing 
some physical assembly, either natural or constructed, we are forced 
(ultimately on ac count of various experimental uncertainties) to use 
descriptive frameworks which are formally incomplete. (A case in 
point is that experimental hypotheses can be meaningfully posed 
only within a formal structure, wherein numerical assignments­
variable values-are comparable. Such hypothetico-deductive struc­
tures are incomplete and in other papers I have called them "refer­
ence frames" [32].) 

Observers wishing to communicate the precise conditions of an 
experiment must confine themselves to one reference frame. This 
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strategy is adopted by those observers who wish inductive valida­
tion of an hypothesis. At least it is used for preference, but, note, 
it need not be. There are other descriptions, poetic, discursive, 
common-sense, and practical, of a physical assemblage, which are 
not inc1uded within any one reference frame. In particular we can 
and often do adopt a form of description which assurnes a measure 
of similarity between the observed system and ourselves, and when 
we do this I shall say that we look at the system as though it were 
a self-organizing system, or if another observer looks on and des­
cribes our process of interaction in terms of a metalanguage, he will 
say "the system we are observing is a self-organizing system," 
being careful to note that the statement is meaningful only insofar 
as he has defined the conditions of the interaction (in this case 
that the environment of the system is an observer whom he is looking 
at). It thus occurs that it is possible though pointless to look at a 
table, or a plant pot, as though it were a self-organizing system. 
But when observers look at evolutionary systems they suffer from 
so much structural uncertainty that it becomes almost impossible 
for them to retain the nicety of strict scielltific observation in a 
si.ngle reference frame, and at the same moment to derive useful in­
formation about the state of the system concerned. I thus define the 
category of self-organizing systems (in a way which is compatible 
with von Foerster's definition [12], and in most respects, is iden­
tical with it) as that category of (usually evolutionary) systems 
which most observers are forced to look at in this manner if they 
are usefully to describe or control what goes on. The property of 
being a self-organizing system depends not only upon the behavior 
of large assemblies, but upon the way in which, imperfect observers 
that we are, we are bound to look at large assemblies when they 
occur in the real world. [However, if it so depends, it can properly 
no Ion ger be said to be self-orgaruzed- Ed.] 

COMMENTS ON SOME CHARACTERISTICS 
OF AN EVOLUTIONARY SYSTEM 

To keep something definite in mind, suppose a large assembly 
of nonlinear neuron-like elements with gain greater than one, the 
binary impulsive output of any one depending upon an inhibitory 
operator (the analogue, in this assembly, to the inverse of local X 
c.oncentration), upon the state of the element, and upon impulsive 
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signals received from other elements through connective pathways 
with different attenuation coefficients. Let the signal attenuation of 
a pathway and (since the attenuation may be infinite) the existence 
of a pathway be "use-dependent" and subject to decay. The net­
work of elements is, in current usage, "plastic" [46]. In general, 
the neuron-like elements will be, at most, primitive Bautomata, but 
given certain rules for the inhibitory operation (roughly speaking, 
that overlapping regions of mutual inhibition exist), a kind of com­
petition takes place and cooperative subsets of the neuron-like 
elements will be produced. These may have the status of evolution­
ary automata (they will, for example, if there is a nucleation and 
decay rule for the elements as well as the connecting pathways and 
if the mutual inhibitory regions have certain distributions; they may 
if, even in the absence of a nucleation rule, there are s.ufficient 
primitive elements, so that a large percentage are almost always 
inactive). On the other hand, for a different choice of parameters, 
the network may behave as a conditionable but not as an evolution­
ary system (its equilibrium behavior, with respect to arbitrary input 
and output connections, resembling a homeostat [2]-its connectiv­
ity changes, one of Uttley's [44] conditional probability machines). 
Let us call the categories of behavior (induced by these different 
assignments of parameter values) the "evolutionary" mode and the 
structurally "invariant" mode. 

Invariance of Relations Between Elements, i.e., of Dynamic 
Structures 

In the evolutionary mode cooperative subsets of elements act 
as evolutionary Bautomata, having the network as their envi­
ronment. They are closely coupled to it; thus, the boundary of an 
automaton is indistinct. For recall that the automaton, by defini­
tion, is a dynamic structure and different elements may realize it 
upon different occasions (the structure is the invariant, but the ele­
ments which make it up may change). Usually automata (defined in 
this way) migrate in the network and interact with one another [28]. 
Second-order invariants are relations between migrating automata. 

Observer Dependence 

The relation between an observer (or a set of input and out­
put connections introduced by the observer) and the migrating 
automata is a special case. (1) The original choice lies with the 
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observer, but (2) if the observations are to be meaningful, the 
chosen relation must be kept invariant. 

The observer calls the system a self-organizing system if he 
adopts the expedients which we have already mentioned in order to 
keep this relation invariant. Thus the definition of a self-organizing 
system in terms of the set of orignally chosen relations for which 
an arbitrary observer can achieve invariance (which is c1early a 
preferred form) will always be unsatisfactory. Practically important 
definitions depend upon the particular observer or the particular 
environment he specifies. 

Replication, Reproduction, and Stabllity af Structural Entities 
In some special cases it has been shown that dynamic struc­

tures will replicate and reproduce and a subset of structures com­
patible with the network environment will be differentiated as sta­
ble. Since Dr. Ashby* will present an argument at this meeting 
which inc1udes such cases (regarding reproduction as a character­
istic of large, habituable, dynamic systems), the subject need not 
be discussed in this paper. 

Redundancy of Potential Command 
The network in its evolutionary mode necessarily exhibits 

McCulloch's "redundancy of potential command" [22]. For, to say 
where adecision is made, we must locate a subset of elements 
which makes the decision. Hut (since the network acts in its evo­
lutionary mode) we have agreed that B automata decide. Although 
B automata are made of elements, we have also agreed (if the pre­
vious argument is accepted) that an automaton is adynamie structure 
which may be realized by various elements. t Thus a statement that 
a particular subset of elements makes adecision is necessarily 
ambiguous, from wh ich we argue that the network exhibits redun­
dancy of potential command. 

The Redundancy of Computation 

Such a network also exhibits McCulloch's redundancy of com­
putation [22]. To show this: 

*Chapter 11, this volume-Ed. 
tIt is possible to argue that an evolutionary automaton is usually a hybrid 
of several subsets of primitive elements, logieally identieal with a mole­
eular resonanee hybrid. Thus, it is not adequately speeified at any in­
stant whatever by indieating a partieular subset. 
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(1) Represent the B automata as computing structures, in re­
lation to input and output connections, so that a set of automata 
computes some function of the input signal. 

(2) Invoke replication to produce parallel connected B au tom­
ata' wh ich are similar (i.e., with respect to the similarity criteria 
existing in the system). Insofar as our own (external similarity) 
criteria agree with the internal criteria we shall regard the func­
tions computed by the parallel automata as similar. 
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CHAPTER IX 

RANDOM ASSEMBL Y OF LOGICAL ELEMENTS* 
M. PAUL SCHÜTZENBERGER 

The following quotation from page 42 of 8Fi_ 
nality and Form8 by Warren So McCulloch 
(published 1952 by Thomas of Springfiel d, 
Illinois) well illustrates the value of the 
present paper to the theme of this symposi­
um, despite the author's modest insistence 
that he was not presenting any model.-Ed. 

-All learning, includi~ the process whereby 
the mIes of induction are perfected, orders 
step by step an ensemble erstwhile chaotic. 
And, whenever this, which is a change of 
state, happens to an ensemble, the statistical 
variables that characterize it no longer re­
quire merely the first few members of the 
probability-distributions of monads, diads, 
triads, etc. of the elements of its component 
systems, but, instead, depend upon the uZti­
mate trends of these distributions of n-ads 
as n increases without limit. For no task in 
physics is OUT mathematics so feeble or so 
far to seek: Fortunately for us, this change 
of state in OUT brains that may happen to 
water in a moment of freezing, goes merrily 
on in us as long as we can leam, and some 
of us may live to share the fun of concocting 
the required mathematics.· 

*Because the author was unable, by reason of many demands on his time, 
to submit this paper in written form, bis oral presentation is here given 
in abridged transcription from magnetic tape. -Ed. 
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Since the notion of random and randomness repeatedly arises in the 
field we are discussing, I thought that maybe it would be ofsome 
interest to build examples of what may happen in certain circum­
stances when one is using random operations. 

What I am about to present is not difficult from a mathematical 
point of view, consisting as it does not of theorems but simply of 
statements which I have found to be true to the best of my know­
ledge. Also, it is not offered as an accurate model for living things 
nor as one thatshould be constructed. In other words, it is no model 
whatsoever. I stress these points because I want to be extremely 
accurate as to what I am building. 

I start with a set of inputs finite in number. The easiest man­
ner of thinking of them is as aset of all words of length n which 
can be buHt with "letters" 0 and 1. All the 2n possible "words" 
is my set of inputs. A logical element will be any sort of element 
which, let us say, taking a subset of this set, reacts when the in­
put belongs to this subset and does not react when it does not be­
long to this subset. So this will be what I shall call a logical ele­
ment. Now there are very obviously 2 2n possible logical elements. 

Ishall discuss five examples, and each of these examples will 
be done in the following manner. Isuppose that I am counting the 
population of logical elements, that is to say, with a probability 
distribution over this set. If n = 2, I have 4 possible inputs and 
the full complement of 16 logical elements. Let us call this set of 
all possible logical elements L. 

Now what I start with is a reduced collection which contains 
any of these possible logical elements with a given frequency i/. 
Let us start with the first example, as this will prove easier than 
proceeding abstract1y. Suppose now that I am given a fixed wiring 
procedure. I have this big collection characterized by this frequency 
distribution, and suppose my wiring procedure is determining a ma­
jority organ. That is to say, I will take any piece in the collection, 
and wire it into a box which is realizing the majority organ, and 
then I will wire out. The majority organ will react to tripie union of 
intersections of the sub sets governed by the logical elements. The 
majority organ is the rule of the game, so to say. 

Now I will take every conceivable triplet of logical elements of 
my characterized initial frequency distribution, wire them into a ma­
jority organ, and get their outputs. Let us consider this as an initial 
layer, with its own frequency distribution i t , which is not thesame 
as the initial one i j • This second frequency distribution also repre-
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sents an assembly of logical elements. We can again randomly take 
triplets of wires and repeat the operation, reconnecting always to a 
majority organ, thus gaining third and higher stage assemblies of 
logical elements. Let us call the frequency of the third such collec­
tion Ir' What I am interested in is continuing ad infinitum with re­
spect to this specific wiring procedure, which is randomly wiring 
logical elements three by three into a majorit.y organ. 

Another possibility, and my second example, is to keep exactly 
the samesetup except that now I wire the elements two by two, 
every possible pair, into, let us say, a Sheffer stroke. This will give 
another conformation. 

A third possibility I want to discuss is to take the elements 
three by three, and instead of combining them by a majority rule, 
combine them by an organ which is known as Church's ternary con­
nection. I could choose other logical functions. Another (the fourth 
example) would be addition modulo 2, wiring the elements two by 
two into a modulo-2 adder. And there is a last one (the fifth exam­
pIe) that Ishould like to consider, which is a bit different, and will 
be done in this way: I will build my second layer with the help of 
two wiring operations, one consisting in taking two elements and 
making a disjunctive connection, and then taking the same two and 
making a conjunctive connection. That is to say I am mixing two 
types of transform with the same frequency. The and/or wiring sys­
tem will be used with frequency divided in half. 

In each of these examples I am looking for the limiting condi­
tions when the various wiring procedures are randomly continued 
ad infinitum. 

There are two extreme pictures of what may happen when such 
systems go into random evolution. The first, which we may take as 
typified in Clausius's views, predicts a general leveling; the sec­
ond, typified in Ashby's conception of a randomly organized ultra­
stability, envisions a particularity and concentration rather than a 
leveling of effect and behavior. These are the two extreme views 
of what may happen in the long run. * 

*To avoid confusion here it is important to remember that the two systems 
characterized by entropy increase on the one hand (C1ausius) and homeo­
stasis on the other (Ashby) are not at a11 on the same 10gical and phy­
sica1 footing, for the first is truly random, while the second uses random 
elements in a carefully contrived manner, with always a necessary stipu­
lation as to the degree to which the environment of the system must be 
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Usually in most of the eases it is rather impossible to know 
what will happen, and we must rely on intuition. However, and that 
is why I have chosen these examples, we ean know in 'some eases 
and ean exaetly eompute what will happen. 

Example 1: In this ease, the frequeney f j (of a logieal organ)* 
at the limit will be entirely degenerated. This will be an Ashby type 
of thing. It will degenerate into a probability distribution whieh at 
the limit, after infinite time and infinite layers, will eonsist only of 
asingle 'subset of the initial assembly. My intuitive interpretation 
of this is that the minorities in thissystem are destroyed; it ean be 
proved very easily that tbis isso. 

Example 4: Here the random evolution goes exaetly in the op­
posite direetion. In the limit distribution every possible logical 
organ appears with thesame frequeney. Here thesituation is math­
ematieally eompletely undegenerate, in that every coneeivable one 
of the 2(2n) logieal organs is operating with the 'same frequeney. 
These limiting 'statements are true "almost everywhere. - That is to 
say, if you offer me a eounter-example, I will be able to offer a prob­
ability distribution whieh is arbitrarily ne ar your counter-example, 
within my wiring rules, and for whieh my statement is true. 

Example 3: Here I am eonneeting A, the loop whieh rules aset 
of responses to the original set, so that A=B or Ä=C. t This wiring 
rule produees a system whose random evolution goes mueh the 
same way as the previous example, in the sense that it will re­
sult in a probability distribution of maximum Clausius entropy and 
whieh has the property that the frequeney of reacting to any 'spe­
eifie word is thesame f j as the original connection, preserving a 
sort of invarianee. 

Example 5: The "and/or- wiring rule will behave like the ma­
jority organ of Example 1. You ean imagine here that I am taking 
one" and- layer, one "or" layer, and fusing ideally these two layers, 

protected. If the second system is placed in an environment protected to 
too low a degree in the special manner required, then the system will 
break down, and Clausius will rule as usual. The Clausius type of sys­
tem makes no special demands on the protectiveness of its environment 
and by Occam's razor is the more logically primal of the two, requiring 
far fewer special initial conditions.-Ed. 

* Or every subset govemed by a logical element. A logical organ is charac­
terized by a subset of inputs.-Ed. 

tThis statement refers to a concrete explanation of Church' s temary con­
nection, being written on the blackboard at the time.-Ed. 
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and then repeating the process. It is rathersurprising that here I 
will have a probability distribution that will be such that there 
exists one chain of sub sets out of the set of a11 my possible input 
words. Every set that does not belong to this chain will be wiped 
out, and this one will remain with finite probability under the pro­
cedure of the operation. 

Example 2: The Sheffer wiring rule is a bit more complicated, 
because a new phenomenon appears, and the limit does not exist 
properly, though it does exist insome sort of reasonable sense. It 
exists in thesellse that there will be one type of logical organ 
which will appear to an overwhelming degree to be tending to one 
frequency. 

In the first example, that of the majority organ, the logical ele­
ment which will dominate at the end is that element which is such 
that the probability of every word in it is larger than %. In the 
Sheffer stroke wiring rule, this final probability is no longer that, 
but now has as its limit a form of the golden section, or 0.618 ... 
=(y'S-1)/2. If you present me in this case, by way of vicious coun­
ter-example, with a prob ability exact1y equal to this limit ratio, then 
thesystem will not be convergent. 

Another characteristic of the Shefferstroke rule is that if at 
some stage the frequency were low, at the next stage it would be 
high; and if at first it were high, in the nextstage it would be 
low.* 

In conclusion, there is one general statement which is interest­
ing; namely, that whenever the wiring principle-the rule for going 
from one layer to another-is a logical function which doesn't in­
volve negation, the resulting distribution will be the same as that 
for the majority organ (Example 1), in the sense that there will be 
adegenerate convergence. When functions involving negation are 
employed in the wiring rules, then there is no general way to prove 
whether or not there is a limit, and in many cases we can thussay 
nothing. 

• Such oscillation accords phenomenologically with the convergent osciI­
lation of the Fibonacci series, as it approaches Hs limit ratio, the gol­
den section, which is intimately related to the Sheffer wiring rule (stroke 
function).-Ed. 



CHAPTER X 

ON MICROELECTRONIC COMPONENTS, 

INTERCONNECTIONS, AND SYSTEM 

F ABRICATION* 

KENNETH R. SHOULDERS 

SUMMARY 

Microelectronic data processing systems are analyzed and vari­
ous requirements for components are considered. The rapidreduc­
ti on in transmission line cross section upon scaling down causes 
increased los ses in microelectronic systems, thus giving rise to the 
need for high-impedance components for noncryogenic applications. 
A new component is proposed that seems particularlysuited for 
microelectronic system requirements and fabrication methods. This 
component is based upon the quantum-mechanical tunneling of elec­
trons into vacuum, has an estimated switching time of 10-10 sec, 
promises immunity to temperature variations, and seems adaptable 
toself-forming manufacturing methods giving component uniformity. 
A method of electron-beam-activated micromachining for film materi­
als is presented in which a thin chemically resistant film is formed 
with an electron beam to selectively protect the film being machined 
during a subsequent molecular beam etching. This high-speed pro­
cess has resolution capabilities of several hundred angstrom units, 
can process electronically clean materials with minimum contamin­
ation, and may ultimately be suited for the economical production 

of 1-in.3 data processingsystems having 10 11 active components. 

*Presented in absentia and here printed by permission of the author and 
the National Joint Computer Committee. 
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THE OVER-ALL REQUIREMENT 

We want to build electronic data processing systems that have 
the complexity of human neural networks but are capable of opera­
ting with electronic speed. These machines should be capable of 
solving very complex problems such as those that arise in non­
linear systems, magnetohyurodynamics, pattern recognition from the 
real worId, self-organization, and learning, and should in general 
be very useful assistants in our society. 

Having once obtained such a machine, the need will invariably 
arise to make it highly portable so that it can cope with problems 
where they exist instead of depending on problems being brought to 
it. Everyone should have such a personal assistant. 

The realization of such a machine requires an extremely high 
degree of organization of matter and may not be economically per­
missible unless a high-speed electronic construction process is 
used for specifying the end product. Admittedly, this is not the next 
generation of equipment to be expected. Our aims here are to try to 
achieve what seems possible with electronics and not base our 
work upon an incremental advance from present devices. 

There has been a tendency lately to conceal the need for high­
resolution processing methods through the use of such terms as 
"molectronics," or by talk of distributing "this-or-that." There al­
ways seems to be a discrete device, even if composed of distribut­
ed parts, which serves our requirements in a data processing ma­
chine. It seems likely that this will continue for some time. 

Our problem, then, is how to handle material with enough reso­
lution to fabricate 1011 devices in a size that is portable, and then 
to find an interesting configuration for these materials so as to give 
a desired electronic result. 

But before we start building things at random, we might do well 
to look atsome of the properties of electrical devices in the micro­
worId, and thus avoid some lost motion by only working on things 
that are expected to work. We have picked arbitrarily 1011 compo­
nents for our system. Let us see what this implies in terms of phys­
ical size for the machine. 

The most highly resolved construction process that we have any 
control over is what we call "electron-beam-activated micromachin­
ing." This process has been shown to give some results in the 
100-A region, but let us degrade this to 300 A for the moment and 
see what we can make with it. If an arbitrary component can be 
made from about 1000 of these 300-A dots, asseen from the plan 
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view, then the outside dimensions of the component would be about 
1 p.. The thickness could be expected to be an equivalent value. If 
three of these 1-p.-sized areas are used for interconnections for 
every component, then we have 2 p. of linear dimension per compo­
nent and 104/in. One square inch of area would contain 108 ele­
ments. If ten layers of components per module were used there would 
be 109 components. One hund red modules, each being 0.010 in. 
thick for support purposes, would stack to al-in. cube having 10 11 

components. 
Before we go into the insides of thissystem, let us look atsome 

external problems. If we wish to pick up optical data, we find that 
al-in. cube made bystacking wafers has just two ·surfaces availa­
ble for communication with optical patterns from the outside world. 
One of these would be expected to receive light images, and the 
other to generate light patterns for human use. 

There will be a noticeable lack of lead wires at the edges of 
the modules, compared to the number of components on the module. 
For communicating between modules, wide-band serial techniques 
could be used for the few wires available at the edge and thesur­
faces could be used by allowing light coupling between modules. It 
might be expected that up to 104 parallel paths could be achieved 
in this way without the use of a lens. The bandwidth wouldseem to 
depend upon the light detector, and may fall in the 10-Mc range. 

In changing thesize of things so radically-about three orders 
of magnitude-we will be well advised to look over old components 
tosee if they can become useful in thissize range. For example, 
we may reconsider a mechanical electrostatic relay because now it 
could have vacuum contacts and opera te at low voltage in the 10-
Me range. We could look again at conventional vacuum tubes and 
consider the negligible transit time lag and absence of bothersome 
space charge effects because of the high fields. Thermal devices 
will be found to have time constants in the microsecond range. 

SCALING OF ELECTRICAL PROPERTIES 

Not a11 effects are beneficial whensizes are reduced. One of 
the most disturbing changes is the increased electricalloss of con­
ventional wires. 

The effect ofscaling down in size on certain fundamental elec­
tronic components can beshown by reviewing the behavior of in­
ductance, capacity, and resistance. The values of inductance and 



220 KENNETH R. SHOULDERS 

capacity vary directly with their size, while resistance has an in­
verse behavior. If a11 dimensions of a standard-sized tuned circuit 
were reduced by 104 to make it about a micron on aside, then the 
resonant frequency would be raised by 104 • The Q at this new fre­
quency has been decreased by 104 , and would be reduced by 108 at 
the original frequency. A search for new filtering methods is in 
order. Re filters and methods of producing effective inductance 
could be used, but their stability has never been adequate. This 
new filter may be the logic of a pattern recognition machine. Serial 
communication filtering could be handled by sampie data techniques 
coupled with appropriate quantization and logic circuits-in other 
words, the digital filter. In short, the communicationset of the fu­
ture would become a computer. These techniques would not be thrif­
ty in their use of components and itshould be expected that vast 
numbers of components would be needed. 

In addition to an increased loss for tuned circuits, we find that 
the same mechanisms are at work to cause excessively lossy trans­
mission lines. For example, a 3000-A-diameter line having a length 
of 1 in. would have 100,000 ohms dc resistance. The added high­
frequency loss of the line would be quite severe. A dear dictate 
for a microcomponent wired to its neighbors in the classical way 
is that it be a high-impedance component. In general, electric-field­
operated devices like tubes and transistors have high impedance 
while magnetic components have low impedance. This high imped­
ance does not necessarily mean long 'switching times in microelec­
tronics. Consider that the distributed capacity of a 1-/1 device may 
be as high as 10- 15 farad, and if this is associated with a 100,000-
ohm resistor a 10- 10 sec time-constant results. 

PROPERTIES OF MATERIALS 

We should now look into the properties of materials in thesub­
micron region. The resistivity of conductors is very ne ar that of 
bulk materials for a 3000-A-diameter transmission line [1] but we 
are encouraged to find that dielectrics can have breakdown strengths 
several orders of magnitude higher than bulk materials [2]. Break­
down values of 3 x 107 v/cm for a 2000-A film of alurcinum oxide 
are typical. This is primarily because the thickness is near the 
value for the mean free path of an electron in the dielectric, and an 
avalanche is not a110wed to occur under such conditions and break­
down is foresta11ed. Oneshould be motivated to look into high-field-
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strength electrostatic devices in order to take advantage of this 
effect. 

Some of the mechanical properties of microstructures 'seem to 
make things difficult for uso For example, it 'seems much more dif­
ficult to grow a highly orderedsingle-crystal film than a bulk single 
crystal, especially on an amorphous or micropolycrystallinesub­
strate that may be required for multilayer component construction. 

Surface tension forces playa very important role in certainsub­
micron configurations; these powerful forces try to form our care­
fullyshaped parts into tinyspheres which may not be useful [3,4]. 

When the quantity of material in our component is reduced to the 
level required, extreme precautions must be taken to prevent either 
self-diffusion or diffusion of foreign materials. These microelec­
tronic components can no longer average out the effects of foreign 
material. "Well, I haven't looked that c10sely but the thing that does 
surprise me is that the effects are as big as they seem to be if in­
deed they are caused by what Isuppose" (anonymous contribution 
to discussion onsurface phenomena). 

As thesize of our device is reduced thesurface-to-volume ratio 
rises andsurface recombination effects may become very difficult 
to cope with. 

This increase ofsurface-to-volume ratio brings with it a fantas­
tic cooling mechariism for individual micron~sized components. It 
has been found in relay contact research, and particularly by x-ray 
microtechniques [5], that the power density into a 1-fL area can be 
108 w/cm 2 continuously without material decomposition. Of course, 
it would not be expected that many components in the same area 
could ope,rate at this level without catastrophic effects. 

TUNNEL EFFECT VACUUM TUBE 

We propose to take advantage ofsome of the effects found in 
the microworld and incorporate them into a component based upon 
the quantum-mechanical tunneling of electrons into vacuum. Fig. 1 
'shows one configuration that may prove interesting. 

The operation of this device may be divided into two parts to 
help our understanding of it-namely obtaining electron emission 
and using these emitted electrons. 

The cathode properties have been investigated by many workers 
and there is general agreement that the current density can be 107 

amp/cm 2 with only very 'smalispace charge effects [6]. This is due 
to the high fieldstrength of a few times 107 v/cm. The current from 
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Fig. 1. Tunnel effect vacuum tetrode. 

this source can be varied over seven powers of 10 by a change in 
field of 2 to 1 at the cathode, implying high gain possibilities. Tests 
at 10,000 Mc have verified that there is no detectable deviation from 
the dc emission characteristics [7]. 

The variation of grid voltage would cause the necessary field 
change at the cathode. A measured velocity distribution of 0.14 ev 
shows that this is not a noisysource [8]. 

Our intentions are to form an array of 'small tipssuperimposed 
on the cathodeshown in Fig. 1. These tipsshould be a few hundred 
angstrom units in diameter in order to obtain emission below 100 v 
when applied to thescreen grid or anode. The cathodeshown in 
Fig. 1 is nominally 3000 A wide. 

Electron-optical considerations dictate how the emitted elec­
trons are to be used. A positive control grid would normally be used, 
but this would not draw appreciable current because it is located 
away from the electron path between cathode and anode. Negative 
grids are possible if they aresmooth enough or have high work func­
tionso as to prevent emission. It is desirable to collect the elec­
trons at a low plate potential, thus avoiding unnecessary heating. 
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Potentials as low as a few volts would seem possible because the 
fieldstrength would still be sufficient to aHow collection of elec­
tron current densities of greater than 10,000 amp/cm 2 without ad­
versespace charge effects. 

The screen grid would remain at some level in the 100-v range 
acting as a bias to help cause field emission, but not coHecting an 
appreciable current. 

The upper limit in switchingspeed for this device would be set 
by the allowable power dissipation. If an anode voltage of 10 v, a 
current of 100 /la, and a capacity of 10- 15 farad is used, this I-ft­
sized device wouldshow aswitching time constant of 10- 10 sec for 
apower density of 105 w/cm 2_well within the aHowed value for a 
single component. 

Our complete machine composed of tunnel effect elements could 
have a maximum input power of 100 w-as determined by heating 
considerations. The 1 mw of input per device would aHow 105 d&­
vices to operate simultaneously with a 10-10 sec switching time, 
which gives a bit rate of 10 15 /sec. 

The transit time for electrons would be about 10- 13 'sec, and this 
wouldseem to remove the need for complicated traveling wave d&­
vices to obtain high-frequency gain. 

Environment 
Tunnel effect cathodes have been found to be insensitive to 

variations in temperature between 4 and 2000~. The complete 
tunnel effect device would seem to be similarly independent of 
temperature although a high temperature limit is clearly predicted 
by conduction within the dielectric. 

Mechanical forces would not likely affect this microscopic d&­
vice unless a physical crack resulted in the construction materials. 

Ionizing radiation does not affect the cathode properties or other 
metal electrodes until the dielectric has beenseverely damaged. 
The choice of dielectrics for this device is very wide, but materials 
like aluminum oxide or beryllium oxide, in film form, would be 
chosen because of their stable characteristics under bombardmerit. 

Reliability 
It is obvious that a device is prefect1y reliable if none of the 

material composing it is allowed to move or mi grate. This condi­
tion for stability is most easily met by using only refractory metals 
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and dielectrics and removing all foreign materials from the sys­
tem. Tunnel effect devices need only one type of conductor and 
one type of dielectricj these materials are chosen primarily for 
their stability, and no compromise has to be made to win some elec­
trical effect. In addition tostable components, it is necessary to 
have dense layers of encapsulating materials to prevent migration 
of materials from the outside 'surfaces into the active areas. Micro­
scopic vacuum and 'solid-'state devices 'suffer to an equal extent 
from this migration. To assist the application of dense outer lay­
ers it is beneficial to use high-temperature processing for encapsu­
lation. 

Several thousand hours of operating life is presently obtained 
with grass field emission devices operated at 107 amp/cm2 [10]. 
The cause for deterioration is inevitably due to contamination of 
the cathode or sputtering of the cathode with ions formed from gas 
contaminants that migrate into the area. By reducing the area of the 
container, a large source of contamination is removed. Lower opera­
ting voltages reduce the'sputtering effects, and a clean construction 
process would remove the remaining offenders. The field emission 
cathodes now in existence are the only experimental examples the 
electronics industry has which operate with the microscopic areas 
of 10- 10 cm 2 that we anticipate using. Weshould be warned that the 
stability problem for all devices of equivalent area is 'severe, and 
then take 'steps toward clean construction methods. 

Reproducibility 

Vacuum tunnel effect devices have a very high probability of 
being self-formed into vast arrays having uniform electrical pro­
perties. This seems to be a unique advantage not shared by many 
types of components. The principal requirement for device self­
formation is that a chemical process be effected by a significant 
electrical property of the component in such a way that the com­
ponent is alte red to a new form. The simplest illustration of this 
effect is the formation of an electrolytic capacitor in which the 
voltage controls the dielectric thickness. Additional requirements 
for self-formation are that a11 chemical residue may be driven from 
the component and that the uniformity will not be' altered by this 
material being removed. 

Cryogenic devices 'seem to have a negligible possibility ofself­
formationj magnetic devices a 'somewhat higher possibility, but 'still 
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fairly low;semiconductor devices would be next in line; and then 
vacuum devices, which would be the easiest group because of the 
constant accessibility of the electronicsurface being formed to the 
chemicals responsible for forming. It is advantageous to have an 
electronic device that is insensitive to temperature variations for 
self-forming methods, because a11 too frequently chemical action 
cannot be made to take place at the component operating tempera­
ture. Once again vacuum devices, and especially tunnel effect 
vacuum components,show their advantages. 

In the self-formation of our tunnel effect components, the device 
would be made as near as possible to the final shape by electron­
beam-activated micromachining with the many small cathode tips 
being formed too sharp for use. A voItage would be applied to a11 
electrodessimultaneously in the presence of a molecular beam 
etchant and at an elevated temperature. The voItage would be raised 
until the ·sharpest tips began emitting. These emitted electrons have 
been found to accelerate the etching of ·small tips; tbis in turn tends 
to increase the tip radius and reduce emission. By gradually in­
creasing the applied voItage up to the operating value, a11 of the 
excessivelysharp tips are degenerated to a constant emission 
value. The entire array of components would now be heatedunder 
ultra-high-vacuum conditions andsealed with encapsulating layers 
of materials. Tbisself-forming process has taken into consideration 
the pertinentspacing variations as weH as the cathode properties. 

Interconnection 

We intend to employ vacuum tunnel effect devices in a system 
that uses only optical input converters, electroluminescent gener­
ators, and a means for interconnecting components. No lumped ca­
pacitance, inductance, or resistance seems needed. 

Since complete vacuum tunnel effect devices do not exist, de­
tailed electrical characteristics are not known and it would be a 
waste of time to develop elaborate circuits for this hypothetical 
device. Still, there are many things that can guide us toward the 
eventual circuits. 

Direct coupling between devices is facilitated by the positive 
grid characteristics. It has been found that the voltage-vs.-current 
characteristic of a vacuum tunnel diode behaves like a normal diode 
with a battery inseries with it, thus forestalling conduction until 
the voltage has been raised appreciably. This bias-battery effect is 
beneficial for direct coupling. 
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When an output issought that takes either one of twostates­
B+ or ground-two tetrodes are used in series across the power in­
put, oneserving as a ·switchable load resistor for the other. In the 
type of microelectronics described here, every effortshould be made 
to conserve energy, and the arrangement just described allows the 
capacity of theswitched point between the two devices to be 
charged or discharged quickly without using a low-value load resis­
tor that requires the constant dissipation of energy for one of the 
switchedstates. 

If resistors are excluded from our circuits then it will be found 
difficult to discharge grids under certain conditions. Here we would 
like to invoke the use of secondary emission [11,12]. The time de­
lay from secondary emissionsurfaces issoshort that it has never 
been measured. The current density available is arbitrarily high, 
up to the point thatspace charge or heating effectsset in. The 
stability for properly cleaned surfaces would be the same as for 
equally clean field emission cathodes; thus we may feel free to 
employ this effect in clean microelectronicsystems. The effect 
weseek is to drive a control grid positive when it receives a burst 
of electrons with enough velocity to exceed the secondary emission 
one-to-one point. In this way, a floating electrode may be driven 
positive or negative by changing the velocity of the electrons or 
by deflecting a beam of constant velocity to either the high or the 
low secondary emission areas of the electrode. 

We would employ active memories of the negative resistance or 
dynatron type usingsecondary electron emission in this microelec­
tronics ·system. A memory device of this type can have an almost 
arbitrarily low power consumption-limited by the leakage of the 
dielectric. Thestorage capacity of this memory must be charged 
and discharged by very energetic devices such as tunnel effect 
tetrodes in order to operate in the 10- 10 sec region. 

As an alternate memory method we could use flip-flops having 
additional tunnel effect tetrodes to replace the conventional plate 
load resistors. The proper feedback to the variable load resistors 
serves to provide a low impedance for quick charging and a high 
impedance for the quiescent period. 

These memory configurations reduce the current during the qui­
escent period to a value just necessary to prevent dielectric leak­
age from changing the stored value. A large array of these elements 
in quiescent state would draw a current equivalent to aslightly 
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leaky capacitor of comparable area and thickness. Accidental re­
moval of the voltage source from thesystem would have no immedi­
ate effect. 

In future systems weshall want to dispose of some of the wires 
for interconnecting devices. Besides being a lossy means for con­
veying information in the microworld, wires are a very inflexible 
arrangement for connecting components. We would like to have a 
completely uniform array of low-complexity modules that are not 
interconnected in the beginning. A "path" ·should be buHt as the 
machine leams, and this pathshould be buHt by entirely electronic 
methods making efficient use of the components. An electrically 
steerable, periodically focused electron guide, sometimes called 
slalom focusing [13], seems to answer our needs. This ·system makes 
use of the ballistic properties of free electrons and is able to guide 
bundles of electrons around devious corners, cross beams in the 
same plane without interference, obtain persistent. current loops, 
and potentially cause certain beam-beam interactions that can do 
logic. 

One configuration that appears useful is to locate our periodic 
array of modules-capable of launching, receiving, andsteering 
electrons-between two conductive planes at cathode potential. 
This layer of components would then contain about half as much 
materi8.1 as the wired method. Voids, for the potential electron paths, 
would replace the wires. The potential of the outer electrode of 
our module would guide the electrons, the potential being deter­
mined by an intern al memory and past history. The module would be 
expected to carry out steering functions and logical functions inde­
pendentlyso as to increase the logical freedom of thesystem. 

Once again our high fieldstrengths would provide the means for 
suppressingspace charge effects. The transit time for a 100-v beam 
would be about 1/100 the velocity of light-not a bad price to pay 
when the dispersion effects on a lossy transmission line are con­
sidered. 

Having once entered the electron beam realm, we are able to 
use parametric amplifier techniques and achieve low-noise ampli­
fiers inspite of high lattice temperature [14]. 

Light Coupling 
For coupling light into our system, we will invoke nothing more 

sophisticated than a photosensitive surface connected to the grid 
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of a tunnel effeet amplifier, either direet1y or through seeondary 
emission electron multipliers. 

For output displays, field-emitted eleetrons ean eause de elee­
trolumineseenee effeets, or in a less advaneed sehemesimple bom­
bardment of a film of phosphor will suffiee. If our systems are to be 
immune to temperature effeets up into the red heat range, blue emis­
·sion wouldseem most interesting. A blue-sensitive photo~surfaee 
has a high work funetion and ean bestable in this temperature 
range. 

CONSTRUCTION PROCESS REQUIREMENTS 

We now need a fabrication method to make our deviees. Although 
vaeuum tunnel effeet deviees have been emphasized, we do not in­
tend to exclude any known eleetronie eomponent from our reper­
toire. 

It mayseem at first that we have taken onsome especially dif­
fieult problems like vaeuum eneapsulation, but a eloser look reveals 
that this is no more diffieult than filling in unusedspaee in asolid­
statesystem. Present film methods do not see the problem beeause 
the edges of the film are so diffuse that a grading effeet oeeurs be­
tween adjaeent elements. When eomponents are made that have mie­
ron dimensions on all sides, high-resolution filling of voids is nee­
essary to prevent aself-indueed pin-hole effeet. Converting asmall 
elosed vaeuum eavity ean be done as easily as filling voids in one 
layer so as to smooth thesurfaee, before proeeeding to the next 
layer. This smoothing seems neeessary regardless of the eomponent 
used. 

By being able tosupport a very thin film inside of a vaeuum 
eavity, infrared or thermal detectors eould be partly isolated from 
the lattiee. Meehanieal deviees like eleetrostatie relays or aeousti­
eal filters also need this isolation. 

Material Deposition 
We have eleeted to use vaeuum deposition methods to obtain 

our starting materials beeause this is a eonvenient method of 
producing a wide range of clean materials. Thermal evaporation 
has been used to produee photo-eonduetors, phosphors, magnetie 
materials, supereonduetors, metals, dieleetries, and semicondue­
tors. Reaetive deposition methods [15] have produeed the same 
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group of materials, but have superior crystalline properties and 
greater stability. Reactive deposition is usually carried out by re­
acting some metal halide with a reducing or an oxidizing agent. 

These reactions are most conveniently carried out in a high­
vacuumsystem asshownschematically in Fig. 2. For the deposi­
tion of molybdenum, one of the evaporation sources becomes molyb­
denum pentachloride and the other is hydrogen, made by thermally 
decomposing a material like zirconium hydrid~. The evaporation 
rate of these materials is monitored byseparate ion gages and .ad­
justed by external regulators. Upon reacting at the heated substrate, 
molybdenum is deposited and hydrogen chloride is pumped away. 
By thissame method, aluminum oxide films can be formed when 
aluminum chloride and water vapor are reacted. Pin-hole free de­
posits are obtained because there are no ash or lumps from the 
sources that are not immediately volatilized at the surface, and in 
addition the high mobility of the molecilles on the surface does not 
cause ·shadowing effects from dust ·specks. There is less strain in 
the deposited filmssince thesubstrate can be much hotter for re-
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active deposition than for a conventional thermal evaporation. This 
higher temperature is possible because there is a mechanism for 
carrying away the energy of the condensing molecule when the vol­
atile product of the re action leaves thesurface. Reactively depos­
ited materials can be graded to the underlying film in an optimum 
fashion-not so Httle that the films tear or peel, and not so much 
as to ruin the sensitive electronic surfaces. Doping can be added to 
semiconductors with reasonable assurance of going in properly. 

Material cannot be accurately localized by masking at thesur­
face with reactive deposition, as it can with thermal evaporation. 
We are thus led to seek a method of selective removal for the films 
that are produced. 

Material Removal 

Any film that can be deposited can be etched away in the same 
vacuum system by using a molecular beam of the proper compound 
or element. If one of the evaporators in Fig. 2 becomes a source 
for:chlorine, and the previously deposited molybdenum film is heat­
ed to around 500OC, the film will be converted into molybdenum 
chloride which evaporates from the surface. Aluminum oxide films 
can be etched in a phosgene molecular beam. 

Etching in a vacuumsystem carries many advantages with it. 
For example, if etching effects are desired that cannot be obtained 
with molecular beams, then atomic beams can be used. The lack of 
surfaces between the source and the substrate prevents recombina­
tion of the atomic species. A sputtering etch can be easily carried 
out in thesame apparatus. 

It is desirable to have an etching reaction as efficient as possi­
ble to produce the cleanestsamples. Any excess materials, Hke 
carrier gases, coming into contact with the surface raise the pos­
sibilities of contamination. 

The Resist 

It will be found that certain thin layers of material can protect 
the film below them during etching and thus become aresist. Amor­
phous silica has been used as aresist for the selective etching 
of molybdenum and aluminum oxide as well as many others. This 
silica layer need be only about 50 A thick for the protection of 
several thousand angstroms of underlying film material. After serv­
ing its purpose as aresist, the silica can be removed with abrief 
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hydrogen fluoride molecular beam etch. Many resists are avail­
able, and 'simple chemicalselection rules can determine which one 
is the best choice for any particular requirement. 

The resist layers can be thermally evaporated onto asurface 
through masks, but this would not 'serve our purposes of having a 
high-speed, electronically controlled, high-resolution process. We 
have found ways of producing a 'silica resist by bombarding certain 
'silicon-containing organic compounds with electrons [16]. The most 
common example is the bombardment of tetraethylorthosilicate. This 
substance is a liquid at room temperature and evaporates to the 'sub­
strate where it probably forms a multimolecular adsorbed layer. 
When this film is bombarded for about 1 sec with a beam of 10 
ma/cm2 current density, enough silica is produced for our pruposes. 
The mechanism forsilica production is not known in detail, but it 
is assumed to be a free radical polymerization of the organie fol­
lowed by decomposition to 'silica upon heating to etching tempera­
tures. 

Tbis gas-like compound is not easy to handle because it tends 
to enter the electron lens and contaminate the ·surfaces. An alter­
nate material that also producessilica, but is easier to handle, is 
triphenylsilanol. This is a 'solid that is evaporated to thesurface 
and then exposed as described above. Immediately after exposure 
no change is evident, but heating causes the unexposed areas to 
evaporate and the exposed portions to remain as a 'silica-like de­
posit. 

The efficiency of tbis reaction is 'such that an average of one 
molecule of 'silica is produced for each electron. More 'sophisticated 
methods of resist production have given yields of over 103 mole­
cules per electron by causing current multiplication within thesam­
pIe being exposed. 

The resolution of resist production has beenseen to exceed 
100 A. This is observed by exposing a 'surface of resist-producing 
material with an oblique flood electron beam in such a fashion that 
'shadows are cast by objects on thesurface. These objects are 
usually polystyrenespheres about 880 A in diameter. An electron 
microscope is used to view the result. 

Electron-Beam-Activated Micromachining 
It can be seen that electron-beam micromachining is the com­

bination of certain methods of deposition, resist production, and 
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etching. Our initial requirement for this fabrication process was to 
economically produce al-in. 3 system of 10 11 parts being composed 
of 100 modules; each having ten layers of 108 components per layer. 
How much time would it take to construct the system? Let us find 
how long it would take to make a single layer of 10 8 components, 
and then multiply by 1000. 

Thesubstrate must first be very carefully prepared by grinding. 
polishing, preparing terminals, vacuum firing, repolishing, and then 
final cleaning andsmoothing in the ultra-high-vacuum processing 
chamber. The substrate can be an expensive item. 

For each layer of components there may be an average of four 
depositions and four etchings required. About 5 min per deposition 
and etching is possible, which includes time for heating and cool­
ing. This totals 40 minso far. 

The 108 components per layer and their interconnections can be 
represented as an array of about 10 11 300-A dots. This is arrived 
at by remembering that each component is composed of 103 pieces­
our basic building blocks. lt has been found that high-resolution 
electron opticalsystems can easily have 108 bits in one field of 
view-a consequence of thesmall aperture angles used. A gross 
image could thus contain 105 complete components per field. We 
will be required to mechanically move the substrate in front of the 
lens to produce our latent-resist image. A thousandsteps are needed 
to make 108 components. Each exposure can be made as rapidly as 
the electrical and mechanicalsystem is able toservo and register 
on the preceding layers-about 1/10 sec. The high current density 
of the electron beam is able to expose the image in a negligibly 
short time. One thousandsteps would take about 2 min per layer or 
8 min for four layers. We have now accumulated 48 min to process 
one layer of components. 

The production of an entire machine would take 1000 x 48 min 
or about 800 hr. 

We have elected to use an electron beam to convey information 
to a surface to describe the patterns of material that will besuc­
cessively built up to form a module. Besides the obvious advantage 
of having short wavelength, electron beams have entremely bright 
sources, Le., many events per unit time, they are electrically steer­
able, and they interact weH with matter. Beams have been used to 
analyze the properties of matter such as absorptionspectra, cry­
staHine diffraction effects, chemical analysis by x-ray fluores-
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cence [17], geometrical arrangement [18], contact potential, and sur­
face cleanliness [19]. In addition, beams have been used in elec­
tron mirror microscopes [20] toshow voltage, magnetic field, and 
resistivity. We intend to integrate a11 of these functions into a 
single electron opticalsystemso that our machine tool becomes an 
analytical tool as well. 

Electron Optics 

The electron optical system employed must integrate the func­
tions of a scanning electron microscope, scanning x-ray fluores­
cence probe, and mirror microscope. This instrument is required 
to operate under ultra-high-vacuum conditions so that conventional 
electron microscope designs having many rubber gaskets will not 
do. We have elected to make an all-ceramic electrostatic instru­
ment, with metallized surfaces, in order to obtain the necessary 
mechanical stability during the vacuum bake-out cycle. 

When completed, this instrumentshould be capable of machining 
or viewing structures down to a limit of 100-A resolution. The x-ray 
fluorescence probe could measure film thickness to 1/10% accuracy 
and be able to carry out a quantitative chemical determination on 
10- 13 g of material to 1% accuracy. The mirror microscope feature 
could measure the voltages on any element of our components that 
lay on the surface. This voltage measuring method could be con­
verted by simple electrical switching into a very wide-band oscH­
loscope to show the dynamic behavior of the components. 

In addition to the functions of magnification, demagnification, 
manipulation, and electron and x-ray detection, the electron optical 
system must have a pattern generator integrated with it. Thesim­
plest means of conveying information to the surface is to use a 
scanning electron beam, but it will be found that this method is 
severely bandwidth- and energy-limited for complex patterns. 

If a perfect1y repetitive pattern is required for each of our 1000 
exposures per layer, then asimple large-scale mask is needed ne ar 
the electronsource. Ifsomesubmodule exists in irregular order 
throughout oursystem then this can be obtained by a mask and then 
be deflected electrically to the desired location. 

Since this electron-beam machining process requires such a low 
current density, purely electrical methods of pattern generation may 
be invoked. Aslowly scanning input beam can write a charge pattern 
on a storagescreen which in turn controls the transmission of elec-
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trons. Ultimately, we would use a vacuum tunnel effect cathode 
array for our electronsource. The emission from discrete areas 
would be controlled by local grids connected to micromemory ele­
ments which are ·set by a ·slowlyscanning beam or a microelectronic 
·stepping system to write in the pattern changes that are required. 
Thus we have components made by electronic micromachining re­
sponsible for the building of new ·systems by thesame method. In 
the end,self-reproduction would be a distinct possibility without 
the use of a lenssystem, because all. copies would be made on a 
one-to-one size basis.* 
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APPENDIX TO CHAPTER V 

D. M. MacKay 

Contributions to Discussion on Definitions 

SYSTEM 

I think we must bear in mind that there is a perfectly standard 
usage of the terms "input" and "output" with reference to a system. 
This immediately outlaws any "c1osed" definition that would ex­
c1ude the possibility of talking about systems in interaction. 

DETERMINATE 

In discussing determinateness it is important first to draw a 
line between objectively described systems and personal agents. 
Then,second, we must c1early distinguish the notion of determi­
nateness from that of predictability. Thus a system may be too com­
plex to be predicted, but it may nevertheless be conceptually de­
fined as determinate if we have reason to believe that an identical 
system, set up under identical conditions, would always be found 
to be in an identicalstate. I am rejecting, in other words, the idea 
that there is no meaning in determinateness unless we have pre­
dictability. If we represent a system by a probability matrix, the 
distinction to be made is between systems which must be so repre­
resented because of our ienorance, and those whose matrix repre­
sents the existence of variety in the ensemble ofsystems. Variety 
in the ensemble issomething physically different from ignorance of 
the system. Thus the behavior of complex models of the sort de­
scribed by Ashby and Grey-Walter is unpredictable in the first 
sense, whereas thesplitting of an atom (according to present-day 
physics) is unpredictable in thesecondsense. An ensemble of 
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identical homeostatsset off under identical conditions would always 
be found in identical states. 

In connection with the second class of activities, the activities 
of persons, we meet a fundamental dichotomy between what may 
validly be believed by an ob server, and what may validly be be­
lieved by the agent-between the "outside" and the "inside· aspects 
of personal agency, if you like. I have discussed this at length 
elsewhere [17], but the essential point is that even if we could 
write down what a (detached) ob server may validly believe in ad­
vance about the agentls action, what we have written down could 
not claim to be uniquely -the truth· about the action, since at least 
one person, namely the agent, would be wrong to believe it (as ex 
hypothesi his believing is a new factor which cannot have been 
fuHy aHowed for in writing it down). Inshort, a purported descrip­
tion of a choice which he has yet to make can only be c1assed as 
logically indeterminate, even though his brain was fully determinate 
in the physical ·sense. Let me emphasize that this indeterminateness 
of an agentls decision is in no way reduced by its predictability to 
an isolated observer of the decision. This is an irreducibly odd 
logical ·situation which is inseparable from (and as far as I can ·see 
peculiar to) human agency. 

RANDOMNESS 

I would like to suggest that we first distinguish between the 
use of the word -random" as applied to events (e.g., the breakup of 
atoms), and as applied to states or specilications 01 states (e.g., 
the wiring of ahomeostat). Having made this division we must 
further distinguish between (a) the notion of well-shuffledness or 
impartiality of distribution; (b) the notion of irrelevance or absence 
of correlation; (c) the notion of "I don't care·; and (d) the notion of 
chaos. In sense (a) the number 111111 would not be described as a 
random number, even though it were drawn -at random" from an un­
biased population. In ·sense (b) (in such a case) it would. (b) really 
characterizes the source, (a) the product. 

Both (a) and (b) are technical notions; (c) and (d) on the other 
hand are more metaphysical notions. Here again, (d) reflects a met­
aphysical attitude to the source, and (c) to the product. In (d) chaos 
takes on a quasi-personal role as a kind of anti-God [witness some 
of the notable debates between scientists and theologians over the 
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theory of evolution, where grievous confusion often arose because 
purely technical notions of "chance" were taken (on bothsides) as 
metaphysicalJ. The great majority of debates in this area could, I 
think, be avoided by making these three distinctions-between 
events and states, betweensource and product, and between tech­
nical and metaphysicalsenses of "chance." 

TEACHING AND LEARNING 

The first distinction I would like to make is again between what 
can besaid about people, and what can besaid about things. Teach­
ing and learnfng are words for describing the activities of persons. 
There is no opposition between talking about learning in the indi­
vidual, and talking about an evolutionary process in his brain. The 
one (I believe) entails the other, but the two belong to different 
conceptual levels. One can of course say that the teacher is a 
learner, and equally that the learner is a teacher of his teacher, but 
I don'tsee that this helps uso The level at which you cansay that 
the teacher learns is not the level at which you claim he is teach­
ing. If I am teaching arithmetic to a child, it may be true in a triv­
ialsense that I am also learning how the child is getting along; but 
I am not learning about arithmetic: in fact it is essential that at 
this .level I must not be a learner, I must know the stuff! Relative to 
the level of arithmetic, any learning I do is "metalearning." The 
essence of teaching, I wouldsuggest, is a moulding of the pupills 
readiness to reaet. Learning is, if you like, the evolution ofsuch 
readinesses to match astate of affairs, either physical or concep­
tualo One can then go on tosay that this process of learning has as 
its correlate at the mechanical level an evolutionary process be­
tween competitive organizers in the hierarchic structure of the 
brain. 

To ·say that "boxes learn" is to confuse categories. It is people 
who learn and teach;so that unless you can give personal meaning 
to the concept of dialogue in relation to your box (in thesame sense 
as we can in relation to the brain of a human person), words like 
thinking, learning, etc., cannot be applied. Where a box is asub­
stitute for a human teacher, I would perfer to use quotation marks 
in saying that it "teaches. • Even when we speak of a dog as learn­
ing, I would maintain as a matter of logic that we are not referring 
to the box inside his head, but to the "doggy person" whom we talk 
to as Fido, and like or dislike, etc. Here again the relationship that 
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enables us to speak of teaching and learning is a personal one: the 
relationship which it is fashionable to describe by "I-thou," as 
distinct from "I-it." If we ask whether one· box can teach another 
box, this is analogous to asking if one man's brain (the nerve cells, 
etc., inside his head) can teach another man's brain. The answer 
is no. Men teach other men. The most we can ·say of their brains is 
that they mediate or embody this process. What is missing in the 
case of artificial boxes hitherto, is any rational incentive to make 
the metaphysical commitment implied by addressing it as "thou". 
This is a commitment which I at any rate would not wish to make 
in the present state of the art. 

Let us be dear thatspeaking of persons is not a matter of mere­
ly renaming objectssuch as brains and bodies. Persons are not ob­
jects, butsubjects and agents. Personal activity isseen by "read­
ing" the activity of the bodies of persons (as a message ·is ·seen by 
"reading" the ink on a page), when we are prepared or "set" (as 
most of us are from infancy) to makesuch a commitment. 

SELF -ORGANIZING 

The word "seH" has in fact no vicious implications here. It 
meanssimply "not by others." Its function is purely negative, and 
gives rise to no logical regress. 

I think we are in trouble through confusing organizing with or­
dering. Tospeak of organizing invites the question of "for what." 
Systems such as threads of crystals that grow themselves are not 
self-organizing butself-ordering, and it is a matter of very little 
interest whether one describes them as evolutionary or not, ·since 
this dependssimply on whether the ordering requires a process of 
naturalselection. Isuggest thatself-organization might be defined 
as the development by asystem, or the modification in a ·system, 
of organization relative to a goal ofsome sort, without total re­
liance on thespecification of that organization by another. 

I do not think that logical dimensionality provides an appropri­
ate yardstick either of organization or of order. The growth of rust 
on asurface, for example, may increase the logical dimensionality 
of its description without increasing order. 

SELF-OBSERVATION 

Suppose that we were able tosee the whole machinery of the 
brain and not only the bodily exterior. When a man said "I see a 
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flash of yellow," tbis would not only tell us that bis muscles had 
twitched, but also that in his conceptual machinery there was activ­
ity corresponding to (mediating) theseeing-of-yellow. Thus his in­
trospective report could be good evidence of bis internal bodily 
activity. The extreme attitude Ashby has express.ed may perhaps be 
justified by the very practical limitation of our powers of observa­
tion; but I feel that in principle, assuming that we could follow the 
processes right back from the periphery, no special objection could 
be raised to the use of evidence attested by introspection. While it 
may be safest not to trust introspective reports, nevertheless if no 
other channel of information is available to us, it would seem infor­
mationally wasteful to ignore them altogether. Of course tbis im­
plies that one takes reports (e.g., of seeing-a-flash) primarily as 
evidence of the neural activity concerned, rat her than of the pres­
ence of external physical flashes, on which corroborative evidence 
should in principle be available. In addition, for the theorist him­
seIf, his own personal introspection may often fulfill a valuable 
negative function by providing a check on the experiential corre­
lates of what he supposes to go on in his brain. 

INADEQUACY OF DY ADIC LOGIC-A NOTE 
TO WARREN McCULLOCH* 

If you mean that at the level of discourse between persons, the 
logic of objective description, by which we assert the presence or 
absence of things in the world, is inadequate, then I agree. In par­
ticular, to cite my earlier example, the object language in which 
we may specify the disposition of events in our brains seems incap­
able of handling the personal relationship mediated through that 
brain. In other words there are undecidable sentences in that lan­
guage--logically indeterminatesentences. What is not obvious to 
me is that the development of a triadic or n-adic logic will provide 
us with any way out of this dilemma. 

EDlTOR'S NOTE 

In the foregoing remarks the writer leaves his Held (communica­
tion and the psychology of vision) to enter that of philosophy and 
abstract logic. 

*The reader is referred, in this connection, to Dr. McCulloch's reference 
in his paper (Ch. VI, post) to Professor Tarski's work.-Ed. 
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There is an editorial responsibility entailed here, for the flavor 
of those remarks carries the unmistakable impression that, if not 
well nigh the final word to be said on the matters treated, the con­
clusions arrived at could perhaps be refined, but in no way essen­
tially changed. 

This impression, we feel, is an unfortunate one for the well­
disposed reader, since the conclusions implied in the remarks in 
question are in fact neither binding nor often even very useful in 
practice. Thus the writer says at the end of his seetion on "random­
ness" that "the great majority of debates in this area could, I think, 
be avoided by making these three distinctions." 

But debate can always be stifled if we make enough arbitrary 
and ad hoc distinctions in the subject matter. (Thus it is not dif­
ficult to show that Dr. MacKay's d-type randomness proceeds from 
his (b): or that (c) proceeds from (a), and further that (a) and (b) 
are neither 10gica11y nor ma terially independent.) 

The recurrent trouble appears to be a tendency to draw a sub­
jective, restricting line through a subject, choose one side of the 
line, and then assert that no one else may discuss the subject's 
extension to the other side simply because the line has now been 
drawn. But this is the method of obdurate ideology and not of 
science, which above a11 must ins ist on no ad hoc or categorical 
limitations being imposed upon its scope of inquiry. 

The remarks on "teaching and leaming" are in cognate ways 
not quite fair to the points Mr. Pask wished to make and did make, 
on the basis of existent isomorphisms which if unallowed must also 
disa110w modem group theory. MacKay to the contrary, we can in­
deed use the terminology of two isomorphisms interchangeably,as 
long as we indicate that an isomorphism exists and which terminol­
ogy belongs to which half of it. Pask may conceivably be subject 
to criticism on this latter ground, but not at a11 on the grounds Mac­
Kay advances. 

Again, teaching is not "a moulding of the pupil's readiness to 
act" - except in the context of a rather paranoid definition of peda­
gogy, basica11y motivated by a need to dominate. The essence of 
teaching is a freeing of the child's mind - an unfolding (the literal 
meaning of "explanation") of the subject in its richest and most 
related way, so that the child is free (not "moulded") to make his 
or her own creative extrapolations validly. 

In the note on "dyadic logic" we read at the outset the stipu­
lation restricting logic to descriptions of physical objects. But 
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this is not what dyadic or any other logic is confined to, thus an­
nulling the asserted bindingness of the conc1usions that follow the 
emasculating premise. For logic includes not only adescription 
in discourse of such objects, but also of states of mind and sys­
tems of value. And language - as the master dramatists and novel­
ists have weIl demonstrated in their works - is effectively adequate 
to handle personal relationships mediated through human intel­
ligent feelings expressing through their neural instrumentalities. 
With impeccable clarity of logic, they have communicated unmis­
takably to generations of readers exact personal relationships, 
states of mind and feeling, and systems of values. MacKay's ad hoc 
distinction is simply inoperative. What language can handle, logic 
can handle; for they are two forms of the same communication en­
tity. 

Similarly, in the section on "determinate," MacKay's "logical 
indeterminacy of a free choice" (hetter said, the "linguistic inde­
terminacy") is seen, when all the dust of the verbiage has settled, 
to contribute little or nothing to the question of whether freedom of 
choice exists or not - clearly nothing in the case of any living 
creature without a syntactical language, e.g., a dog. Rather, Mac­
Kay is seen to have confined hirnself to a semantic ques tion of the 
minutiae of what can be regarded as evidence or not, in the light of 
distinctions he has seen fit to draw through the matter. We are re­
minded of court cases in wh ich perfectly approachable issues are 
rendered out of reach of decision because of inappropriate, and to 
that extent invalid, rules of evidence. 

The besetting faUacy here seems turning substantive issues in­
to procedural questions, which are then obstructively or arbitrarily 
handled, the substantive point being allowed to go by the board. 
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THE DNA-PROTEIN CODE 

AND THE LINEAR REPRESENT ABILITY 

OF n -DIM:ENSIONAL CONFIGURATIONS* 

If we call the primary nuc1eotides of DNA and RNA n11 n 21 n 31 

n4, then we have the following triplet-combination rules: In any 
triplet, where n q is the second member, (1) np can precede n q only 
if p < q; (2) nf can follow n q only if f ~ q. This yields 20 triplets, 
i.e., 44 of the 64 possible combinations are prohibited. Interestingly 
enough those are the same 20 that F. H. C. Crick, J. S. Griffith. 
and L. E. Orgel derive from the formal assumption of "sense sites," 
defined as those triplets which also furnish sense sites only at 
positions 3m +k where k=l, 2, 3, The implications of the two above 
encoding rules for the protein and DNA alphabets not only shed 
biochemical light on the coding process, but also are sufficient to 
determine a unique solution to one of the most fundamental coding 
problems in the genetic and metabolie processes. 

M. Y cas [37] said that a unique solution of the coding problem 
was not yet possible. This problem is to determine how the four 
nucleotide bases or residues in the nucleic acid polymer control the 
amino acid order in polypeptide chains running longitudinally along 
the nucleic acid helices, or more simply put, to determine the code 
between the protein and DNA alphabets. 

For the protein "alphabet" we have an informational "entropy" 
of log2 20=4.32 bits per symbol and for the DNA (RNA) alphabet, 
log2 4 = 2 bits per symbol. Now since 4,32 bits are needed to yield 
information sufficient to determine 1 protein, 2 DNA symbols are 
not enough, and hence 3 are minimally required to determine each 
protein. 

*Based in part on a paper filed in December, 1959, with the Society for 
General Systems Research and presented as an invited lecture be fore the 
Medical Faculty of the University of Western Ontario on February 15, 

1960. 
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We shall now show that a unique solution is indeed possible, 
and that Crick narrowly missed finding it. It seems logically eco­
nomical to assurne that among the primary necleotides there must 
be a linear order n 1> n 2' n 3' n 4 such that certain linkages, deter­
minable from that order, can never occur. The prohibited link­
ages point the way to the explanation of lethai mutations as "pro­
hibited" (impossible for continued life) arrangements so that the 
intern al communication system of the organism eventually breaks 
down. Now if we rule (1) that only np can precede n q where p < q 
and (2) that only nf can follow n q where f ~ q, we find that we have 
only 20 possibilities. These, interestingly enough, are the same 20 
as derived formally by the assumption of Crick on the basis of 
"sense sites" furnishing othe~ sense sites only at positions 3m + k 
where k = 1, 2, 3, this also constituting the definition of a sense­
site triplet. 

But the present rule of selection sheds more light on the rela­
tion between the code and the actual biogenetic process as per the 
evidence. We can verbally summarize our selection rule thus: The 
second "letter" of an ideal triplet permits only whatever letters can 
precede to precede it and only whatever letters precede itself, in­
cluding itself, to follow it. Thus there is an order implied among 
the four primary nucleotides if this proposed code is valid. This 
order in turn implies an intersymbol influence between the four pri­
mary nucleotides as well as a decision-power in the second or cen­
tral member of an ideal triplet. Thus there is intersymbol influence 
in the nucleotides though not among the amino acids governed by 
or linked to them, and hence not between the triplets themselves. 

However, by reason of the controlling decision-power of the 
central triplet members, the 20 basic amino acids must (on the 
basis of the nI, n2, n3, n4 triplet arrays) resolve intosubgroups of 
2 (n2-controlled), 6 (n'3-controlled), and 12 (n4-controlled)members. 
Note that nl can never "control" (i.e., be central). Hence ni must 
be more asymmetrical than the other three. All this follows as the 
logical consequence of our coding rules. 

The selection rule thus gained yields a more logically prima I 
code derivation than Crick's more formal approach, and also pro­
vides certain powerful testing criteria, which eventually, will en­
able us in turn even to supersede them in solving this fundamental 
biocoding problem. The criteria follow: 

(1) There is an arrangement order implied among the four nuc1e-



APPENDIX TO OIAPTER VII 251 

otides if our suggested code rules are valid. This order is also 
shown to be linear. 

(2) This order implies prohibited (biologically) linkages, which 
point the way, with slight modification, to the explanation of lethaI 
mutations as similarly prohibited arrangements. We also can see 
why they are lethaI: they break down the internal biocommunication 
system, and literally vital information fails to carry. The basis of 
such prohibitions must be the biochemical impossibility of main­
taining certain molecular sequences. The reason for such impossi­
bility is also furnished by this analysis and is seen to lie in the 
mutual unsaturation patterns existing between two given molecules. 
The essence of biolinkage is thus electromagnetic in nature. What 
controls and determines the over-all electromagnetic organization is 
still not evident. There is apparently a sense context behind the 
bio-informational language scheme. 

(3) The existence of such a primary arrangement order implies 
an intersymbol influence between the four primary nucleotides. This 
influence must be sought biochemically in the laboratory. We shall 
shortly see that the selection rule can establish the direction of 
this search. 

(4) The rule also implies a decisive power in the second or cen­
tral member of a triplet. (Triplets because of the information-func­
tion demand; namely, the information code ratio (log2 20/log2 4) 
is minimally included only by 3 units.) 

(5) Also it implies that n 1, since it can never be central, is 
more asymmetrical than n2, n3, or n4' Thus we must search for an 
asymmetry in one of the four nucleotides not possessed by the other 
three. 

(6) We may think of the nucleotide template models as all with 
bonding potentials on either side, except nl which has such bonds 
on only one side. 

The foregoing bio-informational theoretic discussion is con­
firmed physically in that the hitherto abstract numbers 1, 2, 3, and 
4 emerge as the numbers of unsaturated C=C or C=N bonds in the 
moleeules of the four type-determinants of the primary nucleotides: 
(1) thymine, (2) cytosinej (3) guanine, and (4) adenine, each nucle­
otide being the phosphoric ester of a desoxypentose derivative of 
one of the preceding four, composed of a pyrimidine pair, (1) and 
(2), and a purine pair, (3) and (4). The biochemical operation of the 
DN A-protein code thus depends in part on the fact of abasie differ-
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ence in function in the molecule between the doubly unsaturated 
C=C or C=N bonds and the much more saturated C:O bonds, the for­
mer being of course endowed with more potential energy, and hence 
operationally associated with less physical entropy. The actual 
structures of the four primary nucleotides, with their code numbers, 
follow. [If uracil (C 4 H4N 202) is used instead of thymine, the num­
ber (1) of double C=C or C=N bonds-and hence the argument-re­
mains unchanged.] 

N-C:O 
I I 

O:C C.CH 3 

1 11 
HN-CH 

Thymine (1) 

N=C.NH 2 
I 1 

O:C CH 
I 11 

HN-CH 

Cytosine (2) 

N-C:O 
1 1 

H 2N.C C-NH 
11 11 'CH 
N-C-N' 

N=C.NH 2 

1 I w;;: C-NH 
11 11 'CH 
N -C-N' 

Guanine (3) Adenine (4) 

The additional and equally interesting fact emerges that the 20 
amino acids, on the basis of these biophysical criteria, arrange 
themselves naturally into three groups of 2, 6, and 12 each, as 
called for by the code, the groups of governing nucleotides being 
encoded as Group I (2 members): 121, 122; Group 11 (6 members): 
131, 13~, 133, 231, 232, 233; Group In (12 members): 141, 142, 
143, 144 241, 242, 243, 244, 341, 342, 343, 344. 

It will be noted that the thio-component provides an unsatura­
tion acceptably equivalent to that of a COOH group, except in the 
S-S (more saturated) group (in cystine), where the absence of -S-* 
is counterbalanced by two COOH groups, while cysteine and methio­
nine have only one S-component, which provides an acceptable un­
saturation equivalent of a COOH group. Here we must remember that 
by Dancoff's principle the organism will use as broad a characteri­
zation of protein need as its chemistry permits. 

It is now possible to supersede the prior criteria. We do this by 
noting first that our assignment of numbers on the basis of potential 
bond energy quotas to the 4 nucleotide bases remains a firm and in­
dispensable element in any possible solution of the code. The dem­
onstration of those numbers' direct connection with molecular 
structure has alreadv been made. But, in our attempt to save 
Crick's suggestion of "sense sites" we were, in the course of our 
investigation, forced to see that Occam 's razor demanded a better 
*The context here being one of the bonding capacity of an organically ef-

fective group, whether that group be composed of one or more elements 
or repetitions thereof. 
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solution, and that Crick's idea was not it. Details of the solution 
ore in the writer's paper (in press) "Systemic Stability and Cyber­
netic Contro1" (based on a 1ecture given on April 30, 1%2,) at the 
Institute of Theoretica1 Physics, University of Nap1es). 

The adequate solution follows from the simple ru1e: 3 "letters" 
(DN A bases) per minimal "word," together wi th the fact that these 
1etters must be paired (1,4) or (2,3) in the DNA moleeule. The 
present theory justifies this pairing by the necessity of the same 
total (5) of bio10gically effective double bonds in each pair. The 
1aboratory confirms this theory. The permutations of 4 things (the 
bases or "letters") taken 3 at a time (the minimal "word"), with 
repetitions of at least 2 "letters" being necessary, yie1ds 40 pos­
sibilities. Since these must be paired by the DNA mo1ecular re­
quirements, we have just 20 "words" of 6 "letters" each, of which, 
however, only 3 are necessary to determine each word, since the 
other three are formed by reflection modulo 5. These 20 words con­
tro1 the amino-acids and hence the protein structure. (A recent 
laboratory finding can be interpreted in the light of the foregoing to 

suggest that the pair 111-444 controls the amino-acid phenylamine.) 
The triplet list of the code itself is thus: 111, 112, 113, 114, 121, 
131, 141, 211, 311, 411, 222, 221, 223, 224, 212, 232, 242, 122, 
322, 422. (Note: 422, for example, is a1ways linked with its "re­
flection" 133, et al. so there is no need to list the reflections.) 

Now there are 5 pairs of nuc1eotide bases in each helical loop 
of DNA moleeule, and 3 bases = 1 biological "word," Therefore 3 
loops of 5 base pairs each (i.e., 30 bases in a11) complete a "sen­
tence" of words (i.e., 10 words, 5 on each of the double strands). 
But a permutational unit (4 things 3 at a time with at least 2 repeti­
tions) is 40 bases = 20 pairs = 4 loops. Hence a complete cyc1e of 
biologica1 "meaning" is 3 x 4 = 12 100ps = 60 pairs = 120 bases = 
40 "words" (20 on each strand). 

But since there are 4 possible kinds of comp1ete cyc1es (as any 
of the 4 bases may start one) we have for the total eyde 4 x 12 = 
48 loops = 240 pairs = 480 bases = 160 "words" (80 on each strand). 
This total eyde should, then, as derived by the present theory, be 
a complete hereditary unit or gene, each nucleotide base corre­
sponding to what the geneticist ca11s a hereditary "site" (this is a 
1aboratory term unrelated to Crick's use of the word). 

But there are now, to our know1edge, 373 distinct sites proven 
in the 1aboratory to exist in the gene, with also the proven fact that 
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researchers have isolated only some 78% of them. That means there 
is a total of 100/78x373 which to the nearest integer is 478,almost 
the 480 we arrived at on the basis of the present theory, thus con­
firming it in the laboratory. The theory is further confirmed by the 
fact that the smallest known virus (Japanese encephalitis) is 18 
mp. in diameter. It must contain at least one gene or hereditary unit 
or it would be unable to reproduce. Now one nuc1eotide base is 
some 3/8 mp. in diameter and 480 of these make a length of 180 mp. 
Le., about 3 coils of 18 mp. diameter-a reasonable picture of a 
small virus' RNA core-thus again checking in the laboratory the 
theory here presented, and pointing the way to a method of obtain­
ing the minimal size for a biological organism. Now we can go on 
to say (since A:B as 3:2) that the A-cistron or larger independent 
functional unit of the gene contains 288 sites: and the B-cistron, 
192, 96 being connected with a sub-unit, of wh ich there are 3 in A 
and 2 in B. The 480 sites form a linear array. 

We now turn to the challenging question of how such a linear 
coding rule, resulting in essentially (even though helically twisted) 
linear genetic patterns in chromosomes, can be adequate to contain 
the full complex of biological instructions for the building (though 
the living process surpasses incomparably anything that we would 
call "building") of a three-dimensional body. To answer this ques­
tion we must turn to what will probably be found to be the substra­
tum of all other mathematics: the theory of arrangements* of ele­
ments. 

If a "threading" or unique (nonrepeating, non-self-crossing, and 
exhaustive) linear ordering rule can be prescribed for all m members 
of some set which is extended in c (~ m) cells in aspace of n di­
mensions, then the number C all possible configurations of the mem-

*Inc1uding in the broadest sense both combinations and permutations. Re-
calling the footnote of 3.62, we may say that combinations refer to car­
dinality in a very general sense, while pennutations refer to ordinality. 
This complementary dichotomy reaches down into the basic arithmetic 
processes, multiplication and division being not simp1y repeated addition 
and subtraction respective1y, but also containing the number of times 
(an ordinal concept) the same number was added or subtracted. Division 
is additionally important because it is also isomorphie with measure­
ment. The little whee1 of a map-distance measurer is identical in func­
tion with the wheel of a simple ca1culating machine engaged in division. 
Since mathematics itse1f is fundamentally concemed with measurement 
in general, it is easy to see why divisibility dominates the theory of 
numbers, which is the heart of mathematics. 
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bers can be mapped on a line as the linear permutations of m and c. 
If m = c, we have simply C = (m!). The expression for C becomes 
correspondingly more complicated if unoccupied cells and/or repe­
titions (identical members except for position) be allowed. 

The proof of the above theorem is obvious from the geometry of 
the situation. A similar theorem also emerges; namely the follow­
ing: For any specification of c ;:: m ;:: 1 members (of which c > q > 0 
are null) divided into m ;:: g > 0 classes and distributed with no more 
than 1 to a cell among c contiguous cells (of which q would hence 
be empty) in n dimensions, at least one threading rule may be for­
mulated which will transform the n-dimensional set into a linear 
sequence of c positions, and which would also fumish by its in­
version the regaining of the original n-dimensional set by reassem­
bling or refolding the linear sequence contiguously in prescribed 
fashion in n-dimensional space. 

Corollary: All the possible configurations C of the g-fold m in 
the c cells in n-space can be calculated from an appropriate rule 
of only linear permutation. 

Thus the possible configurations of 8 black pawns and 8 white 
pawns on a chessboard are given from the theory of linear permuta­
tions, after the application of a boustrophedon threading rule, their 
total number Cp being (64!) / (8!)2 (48!), or over (a million)3. Since 
64 is also 4 3, this same number Cp gives the total configurations 
of the 8 black and the 8 white pawns in a cube of side 4 composed 
of 64 cells. 

For more complicated situations the following specific formu­
lation can be gained. The total number of possible configurations 
C, in aspace of n > 0 dimensions, of al objects or elements of one 
kind~ a2 of another kind, a3 of a third kind, etc .... , through ak, in 

c = ~ aJ cells, is given by 
1 

C = ___ --'c""', ___ _ 
k k 

(c - L: aJ)! TTßaJ) ~ 
1 1 

whence it at once follows that the number of such configurations of 
k different things is c!/Cc-k)' for in this case all the (aJ)! are 1. 

The power of the above method of treatment sterns from the fact 
that the value of n is irrelevant for the solution. This fact in turn 
reveals that the above theorems are logically equivalent to our pre­
ceding finding in the footnote to 3.62 as to the fundamental impor-
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tance of linearity or one-dimensionality. We shall see in the third 
portion of this Appendix that the first dimension holds a preferred 
position in the dimensions of extension as weIl as in the metadi­
mensions of meaning, this fact in turn being at the basis of any 
possibility of explicitly expressing the nature of the universe. We 
have already pointed out that man's most powernll systems of ex­
pression, words and numbers, are one-dimensional. That this is so 
is no accident, nor is it one that time, as occurrence, can be treated 
as a threading rule (through aspace of a dimensionality which we 
previously evaluated as five-see [20], p. xi)!" 

That one-dimensional representation is adequate to contain the 
instructions for configurations in any nu mb er of dimensions is a 
pervasive conc1usion, enabling us to answer now our initial ques­
tion as to how the one-dimensional genetic instructions, whose code 
we above sketched, can be sufficient to enable the biological for­
mations of bodies. 

We can fina11y gain some humble insight into the art of universe 
building. It is evident that with quite conceivable and comparatively 
sma11 finite numbers of different groups of elements (an alphabet), 
the numbers of combinations and configurations thereby producible 
grow so rapidly as to approach very quickly a practical infinity. 
This, in the terms of our present context, would mean a we11-nigh 
inexhaustible profusion of forms and possibilities in the uni verse 
so being created. That tremendous power of growth, however, can 
be contro11ed bV an equa11y great power of restriction in the form of 
rules of selection. Thus, the number of possible configurations of a 
gi yen number of pawns (or pawns and chessmen) is drastically lim­
ited when only ·playable" (i.e., derivable from play according to 
the rules of chess) positions are considered. With more roles, the 
limitation becomes still more drastic. Thus universes could be 
made fertile by permutation and manageable by selection rules, 
which in a real uni verse would,. of course, have to be rooted in 
actual forces promoting various kinds of juxtaposition, congruence, 
and repulsion, a11 operating: tog:ether. 

*This instructional adequacy of one-dimensional time not only shows that 
the art of the classical dramatist, who proceeds by ~ thread of occur­
rence, is adequate to express a11 possible situational significances, even 
when the dimensionality of these may far exceed one, but it concomitantly 
demonstrates the adequacy of one-dimensional time (the only time of. 
which we are norma11y aware) for a11 possible metalevels of subtletyof 
experience: n-dimensional configurations can be adequately expressed, 
and recorded, and reproduced from one-dimensional permutation pattems. 



A CONCEPT OF INTEGRATION 

CAPABLE OF INTEGRATING 

THE HEAVISIDE UNIT FUNCTION 
Some years aga Abraham and Bloch discovered multivibrator 

circuits by accidentally connecting output to input in a two-stage 
audio-amplifier. This feedback type of connection produces a square 
wave, the physical realization of a succession of Heaviside unit 
functions. Square waves can then be converted into synchronization 
or "sync" pulses by an RC filter such that R greatly exceeds the 
internal resistance of the circuit and C is a low enough capacitance 
so that the time constant of the discharge interval is much less than 
the pulse width of the square wave. 

Finally, a germanium diode may be inserted to suppress the 
blunter, shorter, and hence less usable positive spikes, so that 
only aseries of sharp negative sync pulses is left, which now may 
be used to synchronize two oscillators under the rule that the servo­
oscillator wh ich is synchronized must have a frequency lower than 
that of the forcing oscillator. Multistage operational sequences can 
thus be formed, and the square wave with its derived sync pulses* 
lies at the heart of the modern circuitry of servomechanisms, elec­
tronic counting, and manifold types of feedback checking. 

All these devices are very near to the kind of techniques de­
manded by biosimulation; and at the mathematical heart of such con­
siderations lies the Heaviside unit function. Before specifically 
discussing that function, however, it is necessary to introduce at 
this point a new concept of integration. 

The integral has been geometrically interpreted, when it has 
been so interpreted at all, as the area under the curve (Cl) repre­
sented by the function which is the derivative. Such an interpreta­
tion lends itself best to approximate and very useful computational 

*Whether in the fonn just described, or in the fonn of tiny dc voltage pul­
ses used, for instance, in cascades of bistable triggering circuits with 
pentodes. 
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methods, as wen as analogue computation. The limiting process 
involved may be symbolized as (0) . (00). 

But when we are able to perform an exact analytical integration 
we obtain another function which in turn can be graphed as a curve 
(C 2)' Geometrically, there is no simply stateable relation between 
Cl and C 2' What is clearly needed is a more geometrically profound 
interpretation of an integral than as an area. 

But now let us consider what in geometrical fact we do when 
we differentiate a differentiable function F (x). We obtain, by the 
application of various rules stemming from a limiting process sym­
bolizable as 0/0, another function 

f(x) = m (1) 

which is in fact the variable slope of the tangent to F (x) at any 
point. 

Let us now write the equation of this variable tangent, which 
will be in the form of a linear equation, with variable slope and in­
tercept. Because the slope, m, derives from the nature of F (x), the 
intercept, b, will also so derive, yielding the function 

cP(m) = b (2) 

Now we have, as the equation of the general tangent line to F (x), 
the function 

T(m) = mx + cP(m) (3) 

Obviously now, where E (s) stands for "the envelope formed by the 
variable tangent of slope s," 

F (x) = E (m) (4) 

therefore 

ff(x)dx = E (m) (4a) 

Now let us try to find this envelope by partially differentiating 
equation (3) with respect to m and setting this derivative equal to 
zero: 

aT(m) = x + a[cfJ(m)] = 0 
am am (5) 

Solving, we obtain m c h (x) and, recalling equation (1), we have 
the identity 

h (x) = f(x) (5a) 
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Substituting in equation (3) we obtain 

F (x) = x • fex) + cf> [fex)] (6) 

Hence 
f f(x)dx = x • fex) + cf> [fex)] (7) 

We see that T (m) is a fundamental transform for F (x), thus ar­
riving at the analytical definition of an integral as an envelope, 
definite integrals being are lengths thereof. This will be found to 
be a fundamentally useful and more direct alternative to the ordin­
ary definition as area under a curve whose ordinates measure the 
slope of a tangent line. Inour definition there is no arbitrary shift 
from "slope" to "ordinate"j but angles are preserved directly as 
angles, and tangent lines as tangent lines. Integrals thus can be 
studied as curves, jus~ as derivatives, without the secondary map­
ping concept of "area" being introduced. This difference in treat­
ment, in some instances, may constitute the difference between 
being able to integrate a difficult transcendental function or not. 

There is a direct application to analogue computers. Clearly 
fex) can be analogued to yield T(m) and hence F (x), which would 
be finally obtained in the geometrie form of the actual curve that it 
iso This is a more informative and straightforward procedure than 
analoguing fex) as an area in the usual manner. Moreover, any points 
of inflection of the integral, as weIl as any maxima (minima) appear 
distinctly with their coordinates-a sometimes indispensable re­
quirement in systems analysis. 

We must also keep in mind the fact (previously mentioned*) that 
the integration of a function increases by one unit the dimension­
ality of the space of that functionj for an envelope is one dimension 
higher than a tangent line. Thus fractional integration-as weIl as 
the fractional differentiation which so intrigued its brilliant expo­
nent, Oliver Heaviside-is seen by our definition to be immedi­
ately and inherently related to fractional dimensions, and hence to 
the imaginary as a dimensionality operator. A usable and nonar­
bitrary image emerges for conception, and the basic notion of inte­
gration as the inverse of differentiation is nonarbitrarily preserved 
in both the geometry and the algebra. 

To make this concept of integration operational, the formation 
rules for finding cf> [f (x)] must be gained in each case. Some exam-

*See [20], pp. liv-Iv, passim. 
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pIes of such results are shown in Table I (note that cp (m) and fex) 
eombine in their relationship some formal aspeets of being both re­
verses and inverses of eaeh other). 

fex) = m 

are sin x 
l/x 
In x 

(x/3) 1/2 

-x/2k 

cp(m) 

eos m 
-ln m 
_em 

_m 3 

km 2 

Table I 

F (x) = f f(x)dx = mx + cp(m) 

x arc sin x + (1 _ X 2)112 

In ex 
x (ln x - 1) 
2(x/3)312 

-x 2/4k 

This table may be indefinitely extended. 
The Heaviside unit funetion is deseribed in Fig. 1, being zero 

throughout the range (t < 0), suddenly rising to + 1 at t = 0, and re­
maining at this value thereafter. 

We now niay ask ourselves what the envelope would be that 
would be formed if we eonsider" the ordinates of the Heaviside unit 
funetion as the aetual slope of a variable tangent line. The solu­
tion shows the power of the method, sinee it is gained in this ease 
even without algebra. Indeed, as will immediately be apparent, the 
algebra in this instanee is eomparatively extremely extended. The 
integral of the Heaviside unit funetion is gi yen in Fig. 2, with a 
zero eonstant of integration assumed. From the foregoing results, 
it is seen that the explicit integral of the Heaviside unit funetion 
assurnes the simple form 

f u (t)dt = t • u (t) (8) 

We now proeeed to evaluate u (t). 
The simplest explicit funetional form fulfilling the properties of 

the Heaviside unit function is 

u(t) = M (exp it'l'/Re t '/') (8a) 

where t'h denotes the positive square root and Re "the real part of," 
and M stands for the mo::lulus-extraeting operation. The value of 
the funetion at the point t = 0 is determined by the fact that 

lim (t'h /Re t'h) = 1 
t ... O 
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p.(t) 

1 

Fig. 1. The Heaviside unit function u(t). 

It is worth noting that the amplitude of u (t) is a constant for all 
t ~ 0; namely, w = 1 rad. 

Another functional form for the Heaviside unit function is given 
by 

u(t) = M (exp it 'l2 I [tl! I-~ (9) 

the brackets indicating "integral part of." The absolute value of 
[tl! is required to render u (t) zero for all negative va lues of t, since 
(-N)! = ± "", N being a natural number. Simply l[t]!1 would satisfy 
the conditions except that the (-t) exponent in equation (9) yields a 
pulse-type amplitude function with a maximum at 1, which accords 

----------~--~----~-------t 

Fig. 2. Ju (t)dt= tu (t). 
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better with the concept and physical background of the Heaviside 
function in relation to sync pulses, than would a nonwave function 
with compounded exponential increase. Thus for positive time, 
where r = [t], we may write 

rY' {J)r=--

(r!)r 
(10) 

which when taken as aseries converges to show a total amplitude 
at the limit (r -+ 00) of slightly less that 78°; that is, 

00 
I {J)'T = 1.3616 ... rad (11) 
o 

The form (9) of the Heaviside unit function-which may be the 
form nature prefers-demands quantized time, and hence a discrete 
form of ultimately observable reality. We mention this alternative 
functional form here because the anomalous behavior of the time 
has already been observed in treatises on quantized field theory in 
quantum mechanics. The quantization of time as weIl as of energy 
is now pointed to as the direction toward the solution of these anom­
alies. An important relevance, to our theme, of this direction is 
that with quantized time a11 processes in time, including thinking, 
would be atom-like and discrete; and observed temporal reality 
would not be a continuum. With Gauss we could then reiterate in a 
deep new sense that Number Theory, as the mathematics of the dis­
crete, is the queen of mathematics and hence of a11 the other sci­
ences. 



PROOF OF THE AXIOM OF CHOICE 

From a rather sec1uded position in the nineteenth century, the 
theory of sets (which inc1udes group theory) has come to domina te 
the imagery and notation of modern mathematics and logic. This 
domination may be partly due to the unscientific but ineluctable 
forces of fashion, but it is certainly partly due to the increasing at­
tention which a combination of circumstances has brought to bear 
.upon problems involving very great or indefinitely large numbers of 
elements which are subject to the same constellation of conditions 
and operations. As we saw in 3.2-3.3, the point holds a key posi­
tion among all the dimensions; and the notion of a point is essential 
to the notion of an infinite set. The papers presented by Drs. Beude 
and Schützenberger in this volume have also shed light on the rela­
tion to biosimulation of considerations of large ensembles. 

At the heart of the theory of sets lies the so-called "axiom of 
choice," which has been shQwn to be equivalent to several othe.r 
basic axioms, including Zorn's "lemma" and Zermelo's "theorem," 
the quotation marks indicating that they are actually forms of the 
same axiom. After the present paper had been drafted, the writer 
learned that E. Farah in 1955 (Bult. Math. Soc. oi Säo Paulo, vol. 
10) had in addition shown the equivalence of the axiom of choice to 
the general form of the stipulation that intersection must be distrib­
uted over union of sets. Examples could be multiplied in demon­
strating the fundamental place of the axiom of choice in the present 
frontiers of thought. What we shall endeavour to show now is that 
the axiom of choice is actually not an axiom, but a theorem resting 
on deeper and more general considerations. 

The substance of the "axiom" is that every set has a choice 
function, or that there always exists an e~haustive and unambiguous 
method of selecting any member of any subset of any given set. As 
mentioned, this stipulation-regarded as an essential but unproven 
assumption-underlies the entire theory of ensembles or sets, which 
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in turn bases so much of so many modern investigations, including 
particularly and pertinently for us the theory of automata, where 
considerations of sets of internal states are vital. 

The very notion of a set S means that its m > 1 members share 
at least one common and explicitly specifiable property P by virtue 
of which one can speak of membership in the set or of the relation 
"being a member of S." We are also clearly given that the number of 

occurrences of P in S is m. For a given merriber mk of S we can now 
write 

(1) 

where the property residue R k = P k exists and is unique for mk' 

R k comprising all the properties of mk other than P. If the R I were 
either null or nonunique the ml would not be distinguishable and S 
would not be an aggregate but a single object (m being reduced to 
1, and neither P nor P existing), and hence irrelevant to the notion 
of order, which begins with the number 2: in this case, with m ~ 2. 
It is also true that 

(2) 

where all the PI are nonidentical and mP denotes m identical occur­
rences of an identical property P. It shouid be noted that equations 
(1) and (2) are the least that can be said, for there must be mini­
mally one common property for S to exist. 

It is now clear that if a basis for ordering S-that is, a choice 
function-exists, it must be sought in the PI' for such ordering in­
volves necessarily a rule 01 differing. It should be recalled at this 
point that PI of the set S are never nonexistent and that they min­
imally must be such that they distinguish at least the positions of 
the ml in some space, even if they fail to refer to differing internal 
properties of the ml by reason of these latter being indentical ex­
cept for position. Hence the subset S' is not a null set, where 

(3) 

This is not an assumption but a conclusion which we have traced 
directly from the notion "members of a set" which is in turn involved 
in the definition of "set." The PI must at least refer to differences 
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in some sort of spatial position* even when they do not refer to dif­
fering internal properties of the m,. When we are given a set, we 
are given at the same time the distinguishability of its members. 

But noncoincidence, or difference in position, implies some sort 
of distance and hence some sort of measurability or method of com­
paring two or more distances. What now remains to be shown to 
prove the axiom of choice is that there is always at least one way 
to order a configuration of m noncoincident points. That there is 
such a rule is most easily apparent from the following construction. 

A random configuration of points (Fig. 3) is presented. Connect 
all the outermost points of the configuration to form a c10sed figure. 
Disregarding for the moment this first "ring," perform the same oper­
ation with respect to the remaining points. H we continue to do this, 
until all the rings so yielded are obtained (Fig. 4), the innermost 
such ring will contain either 0, 1, or 2 points (more only if those 3 
or more points improbably fQrmed a straight line), and the minimum 
number of points for a "ring" is of course 3. The ordering rule con­
sists in being able to place all the points of the configuration in 
ordinal relation to a selected point on the outennost ring to which 
we assign the number 1. We then proceed counterc1ockwise t on this 
ring, calling the successive points so reached 2, 3, etc., until the 
ring is completed, say at p. We then proceed to assign the number 
(p + 1) to the point on the next outermost ring which is nearest to 
the point p. If there are two such points (and under the rule there 
cannot be more than two) then the number (p + 1) is assigned to that 
one of the two points which is reached from the point p by proceed­
ing inward and counterc1ockwise. Proceeding in this fashion, one 
may exhaustively and uniquely order the given configuration.:I: This 
*In this connection, and in that of the heuristic differentia between "c1ass· 

and "set," the reader is referred to the footnote in 3.62. 
t If the extremely rare configuration occurs of a11 the points lying on a 

straight line, then we would proceed from lower and/or left to upper 
and/or right. This rule also applies to a straight-line formation that may 
remain within the innermost ring. 

tIn connection with our remarks on randomness in this paper, it is inter­
esting to note that the above procedure provides an absolute means of 
c1assifying random configurations of points according to their numbers of 
rings, as above defined, with a subnumber representing the number of 
points remaining within the innermost ring. A configuration consisting 
entirely of points forming a straight line would be treated as having zero 
rings, being thus designated as O2 (5) if the Une consisted of five points 
A configuration of three rings having no points in the innermost ring 

would be typed as 30' and so forth. 
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Fig. 3 . A random point configuration. 
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• 

Fig. 4. The same configuration shown to be type 32' 
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ordering rule may be extended, if desired, to "shells" instead of 
"rings" in aspace of any dimension. 

An alternative method of proof of the axiom of choice takes its 
point of departure from the set Si. By the same steps by which we 
arrived at equation (1) we can write 

m 

S' = mP' + :E Pi (4) 
1 

where p' is the minima11y single common property shared by a11 the 
PI of S. Obviously this process may be continued similarly by form­
ing the new set S", etc., until the point is reached where the mem­
bers of the thus final subset differ only in position in some space, 
these differences hence constituting the ultimate basis of the initial 
distinguishability of the m members of S. The members of this final 
subset SI would thus be completely identical except as to position. 
What keeps them distinguished, then, is intervening distance, and 
hence distinguishability is ultimately separation, which invol ves 
us immediately in the notion of the continuum, as the separation 
may be to any degree; and there is only a sma11er, and no smallest, 
attachable to this "any." Thus the axiom of choice depends upon 
the existence of a continuum. 

This same conclusion is reached by considering that to order 
means to ordinate, that is, in any ;:I.ggregate to assi,gn one element 
therein as "first"; one as "second"; one as "third," etc.; and that 
this process involves the concept of a linear sequence or one-di­
mensionali ty, which is to say di stance. 

Continuing, it now remains to show that a choice function exists 
for SI which, since its members differ only in position, is isomor­
phie to a set of points. A point may always be chosen outside this 
set so that no two distances between it and any point (member) of 
SI are equal. This yields a set of line lengths, equal in number to 
the members of SI' which can be laid end to end in order of increas­
ing length to form a straight line, at the beginning point and at each 
di vision of which can be placed one member of SI' which is now 
ordered. 

To complete this proof of the axiom of choice one further ques­
tion remains to be answered: how far does distinguishability extend 
between two line lengths wh ich are approaching the same magni­
tude? Clearly, this distinguishability-and hence the axiom of choice 
itself-is sustained for all finite differences of length, however 
small. This is a11 the distinguishability we require in this proof, 
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since more would be needed only to distinguish between magnitudes 
associated with two or more coincident points-a situation not aris­
ing here. We thus have arrived at our goal a second time. It is none 
the less interesting to observe that, given the proper data, it is 
possible in the context of magnitude to distinguish between two or 
more coincident points, and that (as we already saw in 3.3) p/oo !­
q/oo, where p and q are two different magnitudes, though p/oo and 
q/oo are ordinarily both assumed to be identically equal to O. If p = 1 
and q = 2, the difference between the two zeros is easily seen from 
the relation 

100 = (1 -+ 0)00 = (1 + x/oo)oo = e X (5) 
where 

(1 + x/oo)oo = lim (1 + x/n)n 
n ... oo (5a) 

x being any number, real or otherwise, and n being positive real. 
By equation (5) the two zeros in the example given would result in 
e and e 2 respectively, and would thus be distinguishable by the 
operation of (5). 

There is an even deeper method of proof of the axiom of choice, 
which is independent of a geometrical point-mapping of a set. With 
this method we may prove the axiom of choice even if the members 
of S are assumed to have not even a common space-representation. 

Let us first use a lemma wh ich we have already proved pre­
viously: Every infinite extension of infinitization of a dimension 
(n) is explicitly expressible as an unspecified finite content of di­
mension (n + 1). Just as an infinite line may be represented as a 
finite area-something wh ich is no longer line-so must infinite di­
mensionality itself be finitely or conceivably representable by some­
thing that is no longer spatial dimension or extension. Let us agree 
to call what lies thus beyond dimension "meta-dimensionality," 
using this term also to refer to all finite dimensions taken together. 

Re-examining equation (5) we note that 100 represents the con­
tent of a hypercube in the infinite dimension, and that this content 
is expressible as the function e X • Applying our lemma to dimension­
ality itself, the infinite dimension must be as much beyond ordinary 

dimensionality as the (n + l)th dimension is beyond the (n)th. We 
have also seen that the first dimension, or linearity, is adequate 
for the mapping of all higher dimensional magnitudes, in the form 
of numbers. Thus 64 is not only 64 (linear) units, but represents 
also, among other figures, a (two-dimensional) square of side 8, a 
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(three-dimensional) cube of side 4, a (four-dimensional) hyperparal­
lelepiped of sides 2, 4, 4, 2, a (five-dimensional) hyperparallele­
piped of sides 4, 2, 2, 2, 2, and a (six-dimensional) hypercube of 
side 2. Similar sequences are obtained for allother numbers (though 
not necessarily with rational sides), 1 itself representing the con­
tent of a hypercube of any finite dimension in units of that dimen­
sion. 

Thus number or magnitude is an adequate representation of ex­
tension or dimensionality itself. Hence the infinitization of number 
can inform us about the infinitization of dimensionali ty. But by 
equation (5) the infinitization of number (1 OCl)_and hence of dimen­
sionality itself-is function (eX) or relation. It may help us to see 
this by realizing that, just as a higher dimension involves an in­
finitude of elements of the next lower dimension, just so does a 
function in general involve an infinitude of magnitudes which may 
satisfy the function. Function is the meta-meaning of number or 
magnitude, lying one dimension of meaning above number. Thus 
dimensionality, representable as extension, number, magnitude, or 
objective actuality (in the sense of "the extended"), infinitizes 
into function, relation, or operation, which is hence the second 
metadimension of meaning, the first being magnitude. Among the 
metadimensions, the meaning of the nth is the (n + 1)th. For meta­
dimensionality is meaning, just as dimensionality is extension. The 
dimension~l extension of a square is a cube; the metadimensional 
"extension" of a magnitude is a function. 

It is an extraordinary and invaluable fact that, since the first 
spatial dimension was as we saw adequate to map all dimension­
ality, it is hence adequate to map also the first metadimension, 
which is dimensionality itself. We shall demonstrate in a forthcom­
ing study* the following theorem: Just as the first dimension pro­
vides an adequate mapping for all dimensionality, so the first meta­
dimension, can map all the metadimensions, of which there are six 
plus the zeroth metadimension (possibility), which has an intersee­
tion with the zeroth dimension, the point. The corollary is that nu m­
bers are adequate to map the metadimensions. 

However, for the present purpose it suffices to show that the 
metadimensions can be ordered. They are ordered by a sequence of 
infinitizations, starting with the first-magnitude to function-which 
we have already seen in ~quation (5) and the subsequent discus­
*" Alphabets of Reality" (2 vols.), now in preparation. 
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sion. The next natural question is: What is the infinitization of 
function? Whatever this be, it would have to be something which 
uses relations as a function uses the magnitudes that make the func­
tion explicit by substitution in it. Only ends, aims, or purposes so 
use relations, which in terms of game theory are the ways the pieces 
move wh ich can be used to realize strategies, which are explicit 
forms of purposes. 

Proceeding, let us ask what so uses purposes. The answer car­
ries us to the fourth metadimension, that of value and value sys­
tems. Using again the appropriate language of game theory, the 
meaning of any strategy lies in what is valuable to win or achieve 
in the game. A strategy leading to a less game-valuable achieve­
ment is a less significant strategy. The value system is represent­
ed by the payoff or scoring matrix. 

It is worth noting that value systems yi~ld comparatively simply 
to a one-dimensional mapping: to value means to establish place­
ments of "this comes first," "this second," "this third," etc. The 
linear permutation defines the value system. Consider, for instance, 
the value system defined by the order: (1) self-preservation, (2) 
public recognition, (3) accomplishment, and (4) private pleasure. 
This system, which seeks recognition irrespective of accomplish­
ment, is obviously inferior to the system defined by 1, 3, 2, 4. A 
totally different value system is given by 4, 3, 1, 2, et al. The lin­
ear permutations provide quite precise characterizations, even pre­
dictable personal traits following from such mappings. To have a 
different value system is to play a different kind of game. 

The next level of meaning must rise metalogically higher than 
the payoff matrix. This step is uniquely determined: the player him­
self has been reached; and entity is the fifth metadimension. By 
entity we refer to that wh ich uses and gives meaning to value sys­
tems, as they use and insignify purposes. 

Calling these five metadimensions we have reached in order 
M, F, P, V, and E respectively, we see that we may write symbol­
ically 

(6) 

We shall not consider here the sixth metadimension, which posses­
ses special characteristics related to what might be called inter­
pretation or the • orchestration " of the entire series, and ends the 
series of metadimensions which, unlike the dimensionality of 
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space, does not have an infinitude of terms, the infinitization of 
the sixth metadimension leading again to a form of itself, the only 
thing beyond it* being again the zeroth metadimension, thus clos­

ing the series. Suffice it to say, all meanings whatsoever, and 
hence all logically abstracted properties, are contained in the ring 
of the metadimensions which is closed under all logical and/or con­
ceptual operations; and the metadimensions are sequentially order­
able. That is all on this subject that we require in our final proof 
of the axiom of choice, which we can now conclude. 

We have completed the proof if the property residues R J are all 
in the same metadimension. We are now ready to consider the more 
refractory case where the R J are distributed over more than one 
metadimension. First, all the R J in each metadimension can be or­
dered, as we have shown. Each of these ordered sets now can be 
made subsets of their ordered union by reason of the order in the 
metadimensions. Our final proof of the axiom of choice is thus 
completed. 

Recalling the several paragraphs from 3.62 through 3.7, we are 
now in a position to see that a universal Turing machine uT n (3.62) 
operates in the third metadimension, an ordinary or specialized 
Turing machine, T k, operating in the second. We can also now see 

that, as mentioned less specifically at the end of 3.7, there are fur­
ther generalizations of a Turing machine, the first being expressible 
as 

lim uT n = (T)4 (7) 
n -co 

a supra-Turing machine which operates in the fourth metadimension. 
There would then be two further sequential generalizations of the 
Turing machine, represented by (T)s and (T)6' Thus anything iso­
morphically symbolizable is constructible. Only the possibilities 
of the symbolizer hirnself are not symbolizable, those possibilities 
being the kind that are ever self-increasing and that cannot be ob­
served without being thereby and to that extent actualized, where­
upon they are no longer what they were. 

*In a specific sense for which there is insufficient space for definition 
here, and which is best illustrated by the zero proved to He beyond - 00 

in the factorial function. (See the writer's abstract in the January 1960 
Notices of the Amer. Math. Soc.) 
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G. PASK 

PART 1: Teaching Machines 

Any adaptive teaching machine uses the principles outlined in 
this paper for stabilizing a student's behavior [18, 33]. Indeed, the 
process of teaching is, in many ways, similar to a behavioral exper­
iment. The teacher, whether a real-life instructor or a machine, 
must try to maintain the subject's attention so that his behavior is 
exteriorized in the experimental environment which, being acces­
sible, may be controlled. Then the teacher must ascertain the reg­
ularities of behavior, in order to effect control. But, whereas the 
experimenter is anxious to discover any of the rules that govern be­
havior the teacher is chiefly concerned with bringing about the spe­
eWe modifications entailed in teaching a skill. His interest is more 
specialized and because there are some forms of behavior he re­
jects as irrelevant to the skill, the experimental environment he 
pro vi des is rather constrained. 

We shall consider a prototype teaching machine used to instruct 
card punching. The Solartron SAKI machines were derived from this 
prototype by introducing technically desirable alterations which 
would merely confuse the present discussion [34, 35]. 

A proficient card-punch machinist is required to read sequences 
of numerical (or, in SOme cases, numerical and alphabetic) eh ar­
acters, legibly impressed upon documents such as invoices, and to 
translate the data into sequences of manual selections of keys ar­
ranged upon a keyboard (we shall consider the case of a 12-position 
keyboard so that for a numerical character one key must be select-

*The bibliographie referenees in this appendix will be found at the eon­
elusion of Chapter VIII-Ed. 
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ed, but for an alphabetic character a coded pair must be selected). 
The material is not very redundant and a mean latency of about 0.2 
sec is demanded. 

The real-li fe data supply is simulated by a stimulus display 
consisting of four alternative lines of exercise material I1 11 II 2, I1 3 , 

and J1 4* (significantly different sequences of 24 numericalor al­
phabetic characters), one of which is selected for rehearsal by the 
teaching machine. The job is paced by an indicator which moves 

in steps along the exercise line positions (pointing out which item 
in the line counts as a stimulus at a given instant) and which rests 
for a variable interval a,z (r = 1, 2, 3, 4; l = 1, 2, ... , 24) upon the 
lth position of the rth exercise line. The real-life response facility 
is simulated by an identical keyboard, having 12 key locations, 
which, together with the pairs of key locations that specify alpha­
betic characters and a possibility "0" that no response is made, 
will be identified with the response alternatives Xi' Thus, i = "0", 
1, 2, ... ,32. The stimuli YJ are characters in this alphabet. Thus, 
j = 1, 2, .•. , 32, a stimulus denoted Y (t) is located by the indi­
cator each instant t = 1, 2, ••. , and X (t) is the subject's response 
(possibly a "no response") to Y (t). 

In addition to stimuli, the teaching machine deli vers "cue infor­
mation" by the illumination of lamps_ arranged as a replica of the 
keyboard layout in a "cue information" display. For a given arrange­
ment of characters along the exercise lines the "cue information" 
that accompanies an indicator position is completely determined 
and specifies that Xi which is a correct response to the indicated 
Y J (in practice, the selection of "cue information" is determined as 
apart of the program which, together with the exercise line char­
acter sequences, can be changed from subject to subject, or for a 
given subject, about once an hour). 

Finally, there is a meter, indicating a performance measure e, 
but in this teaching system the pace and condition of the machine 
are adequate indices of the success and the meter itself appears to 
be redundant. 

Although "cue information" always can be delivered it is not 
necessarily delivered. It may be withheld to a variable extent ßJ so 
that it only becomes available throughout some of the interval a,z 
in which the ith character is presented in the stimulus display (the 

*In this case the various Ur signify detenninate sequences. not transition 
prob ability matrices. 
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positions in which the ith character, Y J' appears depend upon the 
pro gram mentioned a moment ago). The sequences fI I , fI2 , fI 3 , and 
fI 4 are such that each of the exercise lines is different in some 
manner relevant to the subject's performance and the entire set of 
items is unlearnable within about one hour's tuition. Now this te ach­
ing machine determines the values of arl (t), ßI(t), and r(t). Thus at 
an instant t "" t o, some exercise line is selected depending upon the 
value ofr(to) and the indicator moves along this particular exercise 
line, remaining for an interval of about arl(t) upon the lth position, 
t > to. If XI appears in the lth position an amount of "cue informa~ 
tion" proportional to ßlt) is presented to the subject. 

The basic skill to be learned entails the relation X (t) = R [y (t)], 
which is a one-to-one mapping between X* and Y*, since some Y 1 

are in pairs of key locations. Consequently, as V* = X* ® Y*, the set 
V~ c: V* such that for X ® Y = V c: V~, Y = R (X) is a subset of cor­
rect outcomes. But manifestly R is not the only thing the subject 
learns. Ultimately he must an ti ci pate sequences of responses to 
sequences of stimuli which are subsequences of the TIr> in order to 
achieve a mean latency of about 0.2 sec. At this stage his " chunks" 
are sequences rather than stimuli and he considers relations be­
tween "chunks" like (X I .... X 2 ....... ) R* (Y 1 .... Y 2 ....... ). 

We could (bearing the fIr in mind) define a larger set of out­
comes within which the elements were sequences of the elements 
of V*. Again, we could have enlarged the outcome set by consider­
ing the various modified forms in which any stimulus Y J may be dis­
played. Thus, if Y J is presented (due to a high value of the variable 
ßj) with "cue information" that completely specifies the relation 
XI = R (X I)' the subject is solving less of a problem than he would 
be, given none of the additional data, and (insofar as he accepts 
the stimuli as unitary) is deciding about "chunks" less than a stim­
ulus-response pair (rather interesting possibilities arise when the 
subject decides about sequences in which some items are and other 
items are not associated with "cue information"). 

Initially the machine selects each exercise line with equal like­
lihood. Plenty of "cue information" is provided and the required 
pace is modest. At this stage the subject cannot really avoid suc­
cessful behavior. Gradually and selectively the teaching machine 
increases the difficulty of the job, making selections of exercise 
lines that maximally confuse the subjects, increasing the pace and 
withholding "cue information." The process is partially reversible 
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if the student's behavior is impaired in terms of accuracy or in terms 
of rate. Ultimately the subject will be card punching from material 
that is sufficiently representative of real-life data and is performing 
the skill at the required rate. 

The teaching machine's activity can be regarded at one level 
as imitating the behavior of a real-life instructor, but it is also pos­
sible to say that the teaching machine performs the pair of functions 
mentioned as separable in 3.4, namely, to recapitulate: 

(1) To maximize gy in order to balance the increase in 'T/C(T) 

which occurs due to adaptation, the whole process depending upon 
the assumption that the condition C(t) = L [G(t)] is satisfied.* 

(2) To approximate C (t) = L [G (t)], which is only possible if the 
subject's attention is occupied by the controlled da ta and if 'T/C(T) 

is determined (for it is necessary to detect a decrease in the rate 
of change of the variable as an indication of when to change C (r), 
even knowing how to change it). 

To increase the display variety, an adaptive machine paces the 
subject's performance (i.e., forces his response, which if C (t) = 

L [G(t)], increases his required decision rate). If we assurne that 
the least considerable chunk of data is a stimulus-response pair 
(but appreciating that the subject may come to anticipate sequences 
of these outcomes as decidable wholes), the pacing action is per­
formed separately for each position in each exercise line. The var­

iable concerned is arz, which is the machine's "expectation" of the 
subject's correct response latency at the rth, lth position. 

Since by initial agreement the subject is tryinR to obey the rule 
R, any mistake is construed as a symptom of overload. Thus, for 
each presentation (each occasion the indicator comes to rest upon 
the rth, lth position) the machine is buHt to consider the outcomes; 
"correct response," "no response," and "error response," of which 
"correct response" or "error response" may occur with a latency 
greater or less than the value of a,,(t) (the teaching machine moves 
the indicator onward at arz(t) + SO rn/sec, and SO rn/sec is sufficient 
to register some response). The object is to equate the machine's 
expectation of correct response latency with the actual value. 

Let Jrz(t) be the latency, at t, for the rth, lth position. Let 

But the value of a,.z(t) which is registered in a separate memory de­
*ln the nomenclature of 3. 4, to maximize gx G . 
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viee for eaeh position on eaeh line is ehanged by an inerement 
tla,{.t): 

tla,z(t) = - [F (t) + E (t)] • [a,z(t)] 

where F (t) = B if X (t) = R [Y (t)], and F (t) = b if not, whieh is a 
eharacteristie funetion on V*. Further, E (t) = e if X (t) = 0, and 
E (t) = 0 if not. 

The values of B, b, and c, which are in the interval - 1, 1, are 
set, for the moment, arbitrarily.The over-all effect is to encourage 
increasingly larger groupings of the data or inereasingly projected 
anticipation of the outcomes. Suppose, on II,., at t = t 1, that the 
subject anticipates his correct response to the item 1 + 2, when 
making a correct response to item 1+ i; the sequence (Y,.,z + l' 
Y,.,Z+ 2) will be associated with lower latencies than (Yrl, ... , 
Y,.,Z+3' Y,.,Z+4)' as a result of which a',Z+I(t1) and a,.,Z+2(t1) will 
be above their neighboring values. Consequently, upon the next 
occasion at t = t2, that Y,.,z + 1 and Yr,z + 2 are presented, they will 
appear in rapid succession, for ar,z + l(t2) and a",.,z + 2(t2) will be 
below the neighboring values. In this sense, (Y,.,z + 1. Y"z + 2) are 
perceptually grouped in the display. But the process is cumulative. 
For, in order to respond at all to this sequence, the subject is 
bound to anticipate over at least a pair of items, since being a 
finite-rate decision maker he can only perform the feat of deciding 
about "chunks" ealled ·sequenees" rather than "chunks" called 
"stimulus" and ·response pairs." He may, of course, make no re­
sponse, or the effort may elicit an error response, and in either 
ease, the grouping will decay (more rapidly in the case of error re­
sponse). Not all groupings survive. But for those that do, this ~y 
maximizing process encourages development. 

Now, in anticipating and deciding about sequenees, the subject 
is acquiring relations R*. But maybe he does not recognize R (or, 
more likely, is unable to make full use of his knowledg~). In this 
case, we need a mechanism for presenting lesser ·chunks" than the 
stimuli; in other words, for reducing the problem difficulty entailed 
in deciding about a single stimulus and response pair. The "eue 
information" serves this purpose. 

ßI determines the moment, within a,.z(t), that the "cue informa­
tion" about X I = R (Y J) is displayed, and thus the extent to which 
it can assist a pertinent choice process in the subject. The ma­
chine has an inbuilt tendency to remove the "cue information" at a 
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rate inversely proportional to a performance measure (J that we shall 
consider in amoment. This tendency is countered whenever there 
is error response. In practice whenever error response indicates 
overload with respect to one of the X/ Y j pairs, an increment E = 
- b is registered and averaged on a separate memory device for each 
character. The accumulated value is reduced at a rate (J(t) and the 
standing value determines ßit), and consequently the amount of 
"cue information." Commonly, the mechanisms [of a,z(t) and ßj(t)] 
interact; for example, the subject may be able to anticipate over a 
sequence because "cue information" is available (or, conversely, 
an unstable anticipated sequence may be stabilized by delivering 
"cue information"). 

Suppose there were only one sequence TIo• Eventually the sub­
ject would learn TIo completely and none of the mechanisms we have 
considered could increase the display variety (increasing the re­
quired latency, for example, would only exhibit muscular limita­
tions and lack of manual dexterity). The machine could be repro­
gramed at this stage (indeed this is what must be done after four 
sequences have been learned, using this teaching machine), but if 
the system is to remain stable without external interruption, some 
adjustment is needed, for the machine's actions are redundant and 
control of them will only by accident control the behavior of the 
subject. 

The method used in the card punching system is to change r 
whenever there is evidence that the subject has adapted to a par­
ticular exercise line, say TI 1• We rely upon interference to confuse 
the subject's detailed knowledge of TI 1 so that after some other 
exercise line, say II 2 , has been rehearsed, it is possible to return 
to TI I as though it were made up from relatively novel material. 

On the assumption that the a,z(t) and ß/(t) mechanisms have 
performed their functions, a weighted correct response rate mea­
sure, over fIt' is a reasonable index of TJ7T, providing that it is 

t 

weighted by an index of the rate at which the "cue information" has 
been introduced. A suitable correct response rate or "performance 
measure- is (Jt(t). Its value at t = T2 is (Jt(T2) = average over t, aver­
age over i,i of 

E(t) + F (t) - :E ßit) 
j 

a,z (t) 
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'2 ~ t ~ '1' i such that Xi c: fIt' and T2 - Tl arbitrary. Similarly, 
o (t) = ~ !. O,(t). 

We ar~ anxious to detect the condition 

dTJ7T 
> ' O-di 

and when it occurs to select a different value of r. Further, the 
value selected should maximize the initial value of TJ7Tr when the 
subject starts to rehearse the exercise line. Thus the teaching ma­
chine is designed to determine (at the completion of each exercise 
line) if the measure O,(t) which, from the previous argument, we re­
gard as an indication of 1 - TJ7T' has increased, and if it has not, 
to ass urne that 

o ~ d"l7Tr 

dt 
In this case, the teaching machine selects that exercise line for 
which O.(t) is least. 

The process can be regarded, once again, as imitating a real­
life instruction for (identifying the inverse of O,(t) with the diffi­
culty of the rth exercise line) the device effects the tuitional rule 
"practice the most difficult material most often." 

Now each of the mechanisms we have considered for maximi­
zing gy is also a mechanism for approximating C (t) = L [G (t)]. Per­
haps the r adjustment performs this function most explicitly, for it 
is no more than a matter of definition that, if the exercise lines do 
exhibit the "relevant differences" required, their attributes will be 
identified in different systems C. The selection rule is based upon 
the meta-information that the subject would like to maximize his 
rate of increase of 0 and this machine strategy assists hirn by 
choosing the most difficult C as nearest neighbor in the metric on 
the set of C. More elaborate systems have been constructed in 
which short sequences of items are metricized [in a measure like 
O.(t)]. The training sequence has been continually buHt up from 
these short sequences (choosing the one to be added at t as that 
with the least O,(t) as the best strategy given the meta-information 
that the subject aims to maximize the increase in 0). 

But the entities selected, whether exercise lines or something 
smaller, are not invariant. The a" (t) mechanisms are continually al­
tering the set from which the r-choosing mechanism makes its se­
lection. 
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Now it is pm;sible to assign values a, b, and c such that the 
"cue information" is not too rapidly removed and the pace is not 

too rapidly increased so that the er(t) reach a stationary value 
very quickly. A teaching machine is designed with a, b, and c that 
satisfy . the necessary set of inequalities. In other words, with 
these values ofa, b, and c the student learns to perform with full 
"cue information" is not too rapidly removed and the pace is not 

a stable performance, say on II I , in these conditions, the teaching 
machine selects say II 2 • In this way, we guarantee that the teach­
ing machine obtains experience of the student's behavior in each 
of the different exercise lines. 

But having satisfied the necessary inequalities, there are many 
available values of a, b, and c. The best values, so far as teach­
ing is concerned, depend upon the student and may change a little 
throughout the training routine. 

In everyday nomenclature, a, b, and c determine the relative im­
portance, for a given individual, of speed, accuracy, and other fa­
cets of behavior, at various stages in the process of learning to 
to achieve a given standard of speed and accuracy. 

In commercial teaching machines, like SAKI, these parameters 
are predetermined. But in the prototype machines they were adjust­
ed by a "hill-climbing" device to maximize the change of e. This 
makes little difference for card punching, but a "hill-climbing" de­
vice becomes very necessary when the performance criterion is not 
related to the criterion of proficiency at a given stage in learning. 
Thus a, b, and c would have to be adjusted if leaming to deal with 
the material of the first exercise line depended upon the student's 
accuracy, his speed being irrelevant, while for the second exercise 
line leaming depended on speed, the accuracy being irrelevant, or, 
even more cogently, if these comments applied not to exercise lines, 
but to "early" or "late" in the learning process. 

PART 2: Self-Organizing Systems 

There are many fields of investigation in which information 
about the topic is gleaned at the expense of structural uncertainty 
(which commonly appears as uncertainty about the form of inquiry 
that will lead to coherent observations). Normally, coherence is 
achieved only if qualitatively different kinds of experiments take 
place. Thus, when studying the development of embryos, qualita-
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tively different procedures are used at different stages, keyed to 
questions about celIs, or questions about tissues, or ultimately, 
about organisms. Unless the form of the inquiry is changed in this 
manner, our concept of a developing embryo does not make sense. 
Now any coherent system of attributes identified with the embryo 
is a self-organizing system. The same comment applies to species 
that evolve or, as in the present case, to organisms or automata 
that leam. A self-organizing system is not necessarily "alive," al­
though any living thing is a self-organizing system. We say the 
embryo is "alive" because it is a self-organizing system and be­
cause it is made* from the materials that are used in constructing 
the members of our own species. We say that an artifact is "alive lt 

if it is a self-organizing system with a behavior that entails our par­
ticular form of concept. 

A number of compatible definitions of a self-organizing system 
have been advanced by Beer [7], MacKay [19, 20], Pringle [38], von 
Foerster, an.d mys elf. Of these von Foerster's definition is the 
most useful for the present discussioll. 

Given a system it is, as in 2.3, possible to compute the func­
tions p., ~, and T}, if and only if the behavior in the system is co­
herent. 

Von Foerster points out that in a self-organizing system 
d."ldt > 0 

In terms of varieties 

or if 

or if 

as special cases. 

~(dTJldt) > p.(dUdt) 

(i) dp.ldt = 0, then 0 > d~ Idt 

(ii) d~ Idt = 0, then dp.ldt > 0 

Now p. depends upon U in the system concerned. Commonly its 
value is altered by changing the identification of a system (Von 
Foerster considers the case of changing the number of components 
in an assembly, but in general p. is a function of the states and the 
logically specified constraints upon change of state). On the other 
hand, ~, given a system, depends upon the hypotheses validated in 
the system or in the case of a mechanism, upon adaptive changes. 
*The embryo, it must be pointed out, is not made, but grows-independently 

of either human skill or awareness: a very different process having little, 
if anything, in common with man-made constructions. One must ever be on 
guard against reductive oversimplification in these matters. -Ed. 
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Thus, in the sense of (i), a conditional probability machine, 
like Uttley's which has p. invariant, does act as a self-organizing 
system when its constraints are adaptively modified (thus changing 
(;). The case of (ii) is less common, but is approximated when !iI 

mushroom, having reached the primordial stage, begins to "grow" 
(in this case "growth" means expansion only, for the plan of the or­
ganism remains the same). On the other hand, in the earlier stage 
of its development, when part of the hyphal network becomes differ­
entiated into the primordiae, the mushroom is a self-organizing sys­
tem in which e and p. are changing. This seems to be a much more 
interesting process for, unlike the change of e alone, or p. alone, 
its physical realization is not prone to any obvious limit. 

Consider the case of [A, L, c,6]. We have a sequence of systems 

A = Cl ... C 2 ...... Cn +1 = C(TO)'" C(Tl)'" ••• C(rn+l) 

which cannot be determined at t = Tn , or any instant earlier than 
t=Tn +l' 

(1) An observer might say "I am looking at one system wh ich I 
shall call C, defined in terms of some invariant connections from 
an automaton that maintains C = L (G), a process that does not con .. 
cern me." In this case ." is sometimes increasing and sometimes 
indeterminate, 

o ~ deldt 

whenever determinable, and p. is ver.y nearly constant. The system 
is thus either a self-organizing system, as in (i), or it is undefined. 
But unless there is "generalization" when 

dll/dt> 0 

it does not satisfy (ii). On the other hand: 
(2) The observer might say "I shall look at all the systems up 

to t = TI and call the chan ging system C." But since 

[CI = (AT, LI, UI)] II[C I+1 = (AT+l, L i +1 , UI+1)] 

we infer that 

Thus, 

dll/dt> 0 
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and the system is a self-organizing system as in CH), but also, in 
the interval t = Ti_I, t = Tl' 

So it is also a self-organizing system according to Ci). 




