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Preface 
SECOND EDITION 

When Axel Duwe, the man responsible for Intersystems Publications, asked me to 

write a preface for a second edition of Observing Systems, | was glad to have the chance 
to answer some questions that have been raised by readers of the previous edition, and 

to add a few comments. 

| was frequently asked what | meant with the title of this book. | intended to 

leave it to the readers to decide for themselves whether this kaleidoscope of papers is 

about systems that observe, or about how to observe systems (including systems that 
observe, for instance, the observant reader). 

Then there were the questions about the choice of papers, and about the sequence 

of their presentation. | could have turned to Francisco Varela who made these choices 

to provide us with answers, but by going through these articles again |! could see a pat- 

tern. With the exception of two papers (No. 2 and No. 6) all articles of this collection 
are based on lectures, addresses, comments, etc., made at various conferences, meetings, 

or symposia. In hindsight this pattern appears to be obvious; speaking for me is never a 

monologue, it is always a dialogue: | see myself through the eyes. of the other. When | 

see SOmprehension, | may have comprehended; when | see puzzlement, | apparently 

have yet to clarify that point for myself. Moreover, when | speak to a large audience, it 

is mostly my adrenalin that is speaking; hence, adrenalin seems for me the best ink to 

write with. Therefore, in this edition occasion and date of presentation is given as a 

footnote on the titlepage of each paper. 

The chosen sequence of papers is (almost) that of the progression dates of presen- 
tation. However, as one reader commented, we should have taken more seriously the 

last phrase of my earlier preface: ‘‘.. . the End is supposed to be a Beginning’’. That is, 

she suggested reading this collection by beginning with the last paper first, and then 

going backwards in reverse order, because the full grown organism may contemplate the 
seed, but not the seed the organism. 

On the other hand, with the last paper in this collection, ‘On Constructing a 

Reality”, | had made common cause with those who prefer to see realities being inven- 
ted, rather than discovered. In the more than ten years since this paper was given, the 

number of those who hold this position has grown. Thus | see the notion of an observer- 

Independent “‘Out There’, of ‘‘The Reality” fading away very much like other erstwhile 

hotions, ‘the phologiston”, ‘the imponderable caloric fluid”, ‘‘the ding-an-sich”, “the 

ether’, etc., whose names may be remembered, but whose meanings have been lost. 

H.V.F. 

Pescadero, California 

April, 1984





Preface 
FIRST EDITION 

Francisco Varela took it upon himself not only to select from my writings 

the papers for this collection and finding a publisher for it, but also to write an 

introduction to these articles that were written over a period of twenty-five 

years. 

1 am not in the habit of reading my papers, so when | went for the first 

time through this collection | had difficulties believing that it was | who had 

supposedly written all that. It was more like being transported in time to those 

days and nights of questioning, disputing, debating, arguing the issues before us 

at the Biological Computer Laboratory, a circle of friends, that is, my students, 

teachers and colleagues. 

For me the articles of this collection appear to be frozen instants of an 

ongoing dialogue, frames of a movie entitled “Observing Systems,’ whose jerks 

and jumps backwards and forwards are not to be blamed on the actors, the 

artists, or the participants, but on the shorcomings of the raporteur, that is 

me. 

When | began writing the credits for this sequence of frames and realized 

they would always be incomplete, | abandoned this idea in the hope that the 

yeferences to each article could give a clue as to the main participants in that 

dialogue. A more complete account is, of course to be found in the Microfiche 
€ollection of the BCL Publications mentioned in Part III. 

Whatever the critics may say about this movie, | wish they could see the tre- 
Mendous joy | had in participating in its creation, and that its End is supposed 

to be a Beginning. 

H.V.F. 

Pescadero, California 

May, 1982
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Introduction 

THE AGES OF HEINZ VON FOERSTER 

by Francisco J. Varela 

Like almost everyone who came into contact with Heinz von Foerster, | 

owe him a great deal of both learning and support. | say a great deal of learning 

because Heinz excels at being able to inspire others to think about deep issues 

which he can point to and express in substantious nutshells. His whole work is 

marked by this quality, which has a way of staying in one’s mind and becoming 

good food for thought. | also owe him a great deal of support, because one 

cannot write about Heinz’s work without, at the same time, having present his 

generosity and gentleness, so rare in contemporary academia. As he himself once 

told me, ‘To understand something, is to stand under it, so that you may foster 

its development.” And he acted every word of that. 

Thus, it is no formality when | say that it is an honour for me to write this 

Introduction for this collection of essays by Heinz. It is an occasion of celebra- 

tion for every many of us, and is appropriate, then, that | address myself to the 

content of this book the reader now holds in his hands. 

Considered as a whole, the work of Heinz von Foerster can be taken as a 

framework for the understanding of cognition. This framework is not so much a 

fully completed edifice, but rather a clearly shaped space, where the major build- 

ing lines are established and its access clearly indicated. 

Von Foerster’s framework has two fundamental principles. First, we are 

to understand by cognition the described behaviour or a particular class of sys- 

tems: those which satisfy for their compoenents a specific kind of internal co- 

herence (or eigenbehaviour). Second, we are to understand our own knowledge 

as resulting from similar kinds of mechanisms. These two levels are inextricably 

#onnected: the study of mechanisms proper of first order systems (those we 

Study), and the study of how second-order systems (those we are) are reflected 
in such descriptions. This mutually specifying pair, and all its details, constitutes 

the space where cognition is to be properly understood. 

| believe the best way to make this compressed summary into something 

more understandable and useful for the reader of this book, is to consider some 

major (st)ages in the development of Heinz’s thinking. | shall do so, to return, 

at the end, with a few remarks about this historical articulation. 

vw & & &© &
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The first Heinz stretches from his formative years as a scientist, through 

his participation in the emergence of cybernetics, until 1958. Intellectual land- 

marks of this period are his “Quantum mechanical theory of memory,” and his 

editions of the Macy Conferences!. | chose the date 1958, because it is the year 

in which he published ‘‘Basic Mechanisms of Homeostasis” which closes this 

first age. 

During this period one key idea has been gradually cultivated and made 

explicit. To wit: study relations that give rise to processes, independent of their 

embodiment. In other words: become a cybernetician in its interesting and 

ample sense of the word. 

Lest this sounds too simple to the reader, may | remind him that before 

this time there was no theoretical domain where we could ask questions like, 

“What is regulation, stability, communication, modelling, . . .?” By casting a 

horizontal look through disciplines, as it were, cybernetics makes these ques- 

tions sensical and productive. This is, then, an innovative Heinz who grows 

from a physicist into a cybernetician by inventing what it is to be one. 

At the same time, it is a classic Heinz who searches tools and images for 

his work in the generalizations from physics, in notions such as entropy, equi- 

librium, energy exchange, and so on. “‘l am convinced that in our magnificent 

task of attempting to unravel the basic laws of incredible complexity of bio- 

logical systems, these principles will and must be our guides*.” 

A second Heinz grows out from this first age. 1! chose 1962 as the date 

for the culmination of this second period, when “On Self-Organizing Systems 

and Their Environments” was published. These years are dominated by work 

on the way on which aggregates relate and transform, thus, on self-organiza- 

tion and population dynamics. The cited paper, the volume he edited with 

G. Zopf, as well as the papers he contributed (with W.R. Ashby and C. Walker) 

on the connectivity of random networks, are as fresh today as they were when 

first written, 

A key idea of this period is the extension of Shannonian theory to cha- 

racterize self-organization, in the now well-known principle of order-from-noise, 

where noise is capable of increasing the redundancy R (e.g. 0R/dt > 0). This 

increase can be understood by noting the many ways in which the components 

of the system will ‘‘select’’ those perturbations from ambient noise which con- 

tribute to increase in order of the system. We move thus from statistical laws 

(a la Schroedinger) to the consideration of the activity proper to the structure, 

a theme which, since now, becomes recurrent in von Foerster’s work.
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In the next age, attention moves on from populations and global proper- 

ties, to specific cognitive mechanisms. The tithe which fully announces this 

transition is telling enough: ‘'A Circuitry of Clues for Platonic Ideation;” it cul- 

minates with the comprehensive ‘Computation in Neural Nets.” 

During these years, and up untl 1970, Heinz will examine in detail the 

ways in which neural nets are capable of discrimination, learning, and memory. 

Let me sketch briefly the key idea for each one of these properties. 

The core mechanism for discrimination is sought in the necessary connect- 

ivities which endow a network (neural or otherwise) with the ability to discri- 

minate edges or sharp transition on its surfaces. This is a powerful perspective 

to take in the study of sensorial activities, for it takes away the attention from 

the supposed features of the perturbing agent, and puts it on the structure of 

the receiving surface. Moreover, such edges can be discriminated not only by 

sensorial surfaces, but by any neural surface at whichever depth in the brain. 

This is why von Foerster will devote so much concern to a cascade of neural 

layers interconnected by means of point-to-point local actions. | believe the ad- 

vantages of this approach and the formal tools offered, have been surprisingly 

undeveloped by further research. As one example, let me mention the idea, 

first proposed by Heinz, that the receptive field of a neural layer receiving ex- 

citatory and inhibitory input from a preceding one, could be well described by 

a difference of two Gaussians 
2 2 _ -%) ~(S) 

f=f,—-f_=ae 6, —a,e 65 

This local law of interconnection has many powerful features, as has recently 

been rediscovered?. 

As for learning, the key insight developed was more radical in turn. He 

argues that learning is not a mapping of some external content, but what the 

system does in order to transform /ts environment. This idea ts particularly well 

developed in the second part of ‘‘Molecular Ethology,’ (one of my favorite 

papers). By using the formalism from finite state-transition machines, he shows 

that in a typical conditioning experiment, for example, “instead of searching 

for mechanisms in the environment that turn organisms into trivial machines, 

we have to find the mechanism within the organism that enable them to turn 

their environment into a trivial machine’. 

With regards to memory, the view taken is better stated, again, in another 

title of a paper, “Memory without Record.” In this, and other places, Heinz 

develops explicit ways in which a system can exhibit memory, without the need 

to assume a storage of particular engrams in specific locations. Memory is a mat-
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ter of what gets distributed through the change of the system’s components. 

This period of study of cognitive mechanisms opens very naturally in the 

next, and current, age of von Foerster. If the previous stage was one concerned 

with circuits of clues, this one is concerned with the interlocking between cog- 

nition and cognizer. This stage opens with the presentation of the Wenner-Green 

Foundation Conference in 1970 of ‘Thoughts and Notes on Cognition;” we 

find again the same themes in the Royaumont meeting in 1972 ‘Notes on an 

Epistemology of Living Things.” The argument is in two movements. First note 

that in order for living things to be able to cognize, their organization must be 

one where mutual reference is mandatory, where the key logic is that of recur- 

sive functionals, that is, expression of the form 

F=S2(82(.. (F)...)) 

Second, note that such descriptions apply to the describer himself (us), 
whose own cognition follow also similar recursions and which he can only reveal 
by acting them out. Thus, the paper concludes: ‘The environment contains no 

information. The environment is as it is.” 

A broad picture of this thinking is presented in a simple form in “On 

Constructing a Reality.” However, my favorite, paper of the Heinz of this age, 

is “Objects: Tokens for Eigen Behaviour,” presented for the 80th birthday of 

Jean Piaget.“Eigenbehavior’ is von Foerster’s apt term coined to designate the 

States attained through their recursive mechanisms in cognitive systems. Armed 

with his vantage point, Heinz offers a delicate rapprochement between his views 

and Piaget's cycles of perception-action, and development models. 

* *£ &£ kK & 

This brings us up to the present on our decount of the historical sketch of 

the development of von Foerster’s main ideas, at least as far as the material con- 

tained in this book is concerned. | wish to add only a few remarks about the ar- 

ticulation of these ideas. 

In this body of work it is immediately obvious we can distinguish two dif- 

ferent aspects of it. The first aspect is that which make us younger scientists, 

realize that what is carved out in this life’s work is a lot we tend to take for 

granted. Of course we should think of relations between components and not tie 

them to their materiality. Of course self-organization is pervasive in nature. Of 

course, the nervous system must have mechanism which are both universal and 

implementable in artificial devices. And so on. Yet we should not allow ourselves
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to forget that most of these ideas simply did not exist previous to the wars, 

and that they came into view because of the tangible work of tangible people. 

Thus, when we read through the papers and we encounter much that is familiar, 

it is so because these ideas have spread and permeated the intellectual air we 

breathe and thus are a testimony to their fertility. In my personal case, it was 

some of these very papers reprinted here which were instrumental in making 

me discover the whole world of experimental epistemology, from which'l have 

been never able to stray since. But it is of little consequence whether we found 

our way into it through Heinz or McCulloch, or Bateson, or von Neuman, or 

Piaget, or Ashby, or Teuber (or others | am surely leaving out). It is all of onc 

piece, and Heinz’s work is both historically and personally linked to it all. His 

ttinerary is then, an itinerary of our own intellectual space. 

Yet, there is a second aspect to this body of work. That which has not 

permeated our intellectual preferences and current thinking. That which con- 

$titute still a trend or a school, which we do not take simply as ground under 

us, but. as propositions to grapple with. | would say that virtually the whole of 

the last age of Heinz stands out in this light. There is little doubt that our cur- 

rent models about cognition, the nervous system, and artificial intelligence are 

feverely dominated by the notion that information is represented from an out- 

there into an in-here, processed, and an output produced. There is still virtually 

no challenge to the view of objectivity understood as the condition of indepen- 

dence of descriptions, rather than a circle of mutual elucidation. Further, there 

is little acceptance yet that the key idea to make these points of view scientific 

programmes is the operational closure of cognizing systems, living or otherwise. 

These are precisely, the leitmotives of Heinz’s last stage. 

This book, has then these two complementary and fundamental aspects. 

On the one hand it is a record of the itinerary of a foundational work. On the 

Other hand, it is a clear statement of a point of view about how are we to un- 

Herstand cognition beyond what we already seem to share.as common ground. 

May there be no mistake in this respect: this is no historical piece, it is present 

day challenge. Whether we accept its tenets or not, we cannot ignore its stan- 

dards. 

Thus, | am back to my starting point that the work of von Foerster as a 

whole, amounts to a framework from the understanding of cognition. More than 

@etailed development of detailed empirical mechanism, it is a clear statement of 
Bajor building lines and staking of grounds. This is a task at which von Foerster 
is at his best: in presenting a good question clearly, and compressing a deep 

issue poignantly. Accordingly, | would like to close with a selection of apho- 

risms by him, which have been formative to me and many others, as scientific 

koans to bear in mind so that they may give fruits:
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® Cognition: ————~ computations of ——4 

Xvi 

w& First order cybernetics: the cybernetics of observed systems; 

Second order cybernetics: the cybernetics of observing systems. 

* The nervous system is organized (or it organizes itself) so as to 

compute a stable reality. 

%& There are no primary sensory modalities. 

  
  

® Objects: tokens for eigenbehaviour. 

%& The logic of the world is the logic of descriptions of the world. 

% Necessity arises from the ability to make infallible deductions; 

Chance arises from the inability to make infallible inductions. 

® Objectivity: the properties of the observer shall not enter in the 

description of his observations. 

Post-objectivity: the description of observations shall reveal the 

properties of the observer, 

® A is better off when B is better off. 

® ‘f you want to see, learn how to act. 

NOTES 

All references for von Foerster’s work cited herein can be found in Part III “Publications” 
or reprinted in full in this book. 

“Basic Mechanisms of Homeostasis,’’ p. 237 

See for example D. Marr and E. Hildreth, ‘Theory of Edge Detection,” 

Pros. Roy. Soc. Ser. B, 207: 187, 1980 

“Molecular Ethology," p. 234



PART I





 



ON SELF-ORGANIZING SYSTEMS 

AND THEIR ENVIRONMENTS?® 

H. von FOERSTER 

Department of Electrical Engineering 
University of Illinois, Urbana, Illinois 

I aM somewhat hesitant to make the introductory remarks of my 
presentation, because I am afraid I may hurt the feelings of those 
who so generously sponsored this conference on self-organizing 
systems. On the other hand, I believe, I may have a suggestion on 

how to answer Dr. Weyl’s question which he asked in his pertinent 
and thought-provoking introduction: ‘“‘ What makes a self- 
organizing system?” Thus, I hope you will forgive me if I oper 
my paper by presenting the following thesis: “* There are no such 
things as self-organizing systems |” 

In the face of the title of this conference I have to give a rather’ 
strong proof of this thesis, a task which may not be at all too 
difficult, if there is not a secret purpose behind this meeting to 
promote a conspiracy to dispose of the Second Law of . 
dynamics. I shall now prove the non-existence of self-organizing 
systems by reductio ad absurdum of the assumption that there is 
such a thing as a self-organizing system. 
Assume a finite universe, U,, as small or as large as you wish 

(see Fig. 1a), which is enclosed in an adiabatic shell which separates 
this finite universe from any “ meta-universe” in which:it may be 
immersed. Assume, furthermore, that in this universe, Us, there is a 

closed surface which divides this universe into two mutually exclusive 
parts: the one part is completely occupied with a self-organizing 
system 5S,, while the other part we may call the environment E, of 
this self-organizing system: S, & E, = U4. 

I may add that it is irrelevant whether we have our self-organizing 

system inside or outside the closed surface. However, in Fig. | the 
———— 

*This article is an adaptation ot an address given on May 5, 1960, at The Inter- 
disciplinary Symposium on Self-Organizing Systems in Chicago, [inois.



system is assumed to occupy the interior of the dividing surface. 

Undoubtedly, if this self-organizing system is permitted to do its 
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job of organizing itself for a little while, its entropy must have 
decreased during this time: 

6S, 
— < 0, 
oF 

otherwise we would not call it a self-organizing system, but just a 

mechanical 6S,/dt = 0, or a thermodynamical 6S,/d¢ > 0 system. 
In order to accomplish this, the entropy in the remaining part of 
our finite universe, i.e. the entropy in the environment must have 
increased 

83% > 0, 
61 

otherwise the Second Law of Thermodynamics is violated. If now 
some of the processes which contributed to the decrease of entropy 
of the system are irreversible we will find the entropy of the universe 
U, at a higher level than before our system started to organize 

itself, hence the state of the universe will be more disorganized than 
before 6S,,/61 > 0, in other words, the activity of the system was a 
disorganizing one, and we may justly call such a system a “ dis- 

organizing system.”



However, it may be argued that it is unfair to the system to make 

it responsible for changes in the whole universe and that this 

apparent inconsistency came about by not only paying attention 

to the system proper but also including into the consideration the 

environment of the system. By drawing too large an adiabatic 
envelope one may include processes not at all relevant to this 

argument. All right then, let us have the adiabatic envelope coincide 

with the closed surface which previously separated the system from 

its environment (Fig. 1b). This step will not only invalidate the 

above argument, but will also enable me to show that if one 

assumes that this envelope contains the self-organizing system 
proper, this system turns out to be not only just a disorganizing 
system but even a self-disorganizing system. 

It is clear from my previous example with the large envelope, that 
‘here too—if irreversible processes should occur—the entropy of the 
“system now within the envelope must increase, hence, as time goes 

on, the system would disorganize itself, although in certain regions 

the entropy may indeed have decreased. One may now insist that 
we should have wrapped our envelope just around this region, since 

it appears to be the proper self-organizing part of our system. But 

again, I could employ that same argument as before, only to a 
smaller region, and so we could go on for ever, until our would-be 

self-organizing system has vanished into the eternal happy hunting 

grounds of the infinitesimal. 

In spite of this suggested proof of the non-existence of self- 
organizing systems, I propose to continue the use of the term 
“* self-organizing system,” whilst being aware of the fact that this 
term becomes meaningless, unless the system is in close contact 
with an environment, which posseses available energy and order, 

and with which our system is in a state of perpetual interaction, such 
that it somehow manages to “ live *”’ on the expenses of this environ- 

ment. 

Although I shall not go into the details of the interesting discussion 
of the energy flow from the environment into the system and out 
again, I may briefly mention the two different schools of thought 
associated with this problem, nameiy, the one which considers 
energy flow and signal flow as a strongly linked, single-channel 

affair (i.e. the message carries also the food, or, if you wish, signal 

and food are synonymous) while the other viewpoint carefully



scparates these two, although there exists in this theory a significant 
interdependence betwecn signal flow and energy availability. 

I confess that I do belong to the latter school of thought and I 

am. particularly happy that Jater in this meeting Mr. Pask, in his 

paper The Natural History of Networks, will make this point of 
view much clearer than I will ever be able to do. 

What interests me particularly at this moment is not so much 
the energy from the environment which is digested by the system, 

but its utilization of environmental order. In other words, the 

question I would like to answer is: ‘ How much order can our 
system assimilate from its environment, if any at all?” 

Before tackling this question, I have to take two morc hurdles, 

both of which represent problems concerned with the environment. 

Since you have undoubtedly observed that in my philosophy about 

self-organizing systems the environment of such systems is a conditio 
sine qua non I am first of all obliged to show in which sense we may 
talk about the existence of such an environment. Second, I have 

to show that, if there exists such an environment, it must possess 

structure. 
The first problem I am going to eliminate is perhaps one of the 

oldest philosophical problems with which mankind has had to live. 
This problem arises when we, men, consider ourselves to be self- 
organizing systems. We may insist that introspection docs not 
permit us to decide whether the world as we see it is “ rcal,” or just 
a phantasmagory, a dream, an illusion of our fancy. A decision in 

this dilemma is in so far pertinent to my discussion, since—if the 
latter alternative should hold true—my original thesis asserting the 
nonsensicality of the conception of an isolated self-organizing 
system would pitiably collapse. 

I shall now proceed to show the reality of the world as we see it, 
by reductio ad absurdum of the thesis: this world is only in our 
imagination and the only reality is the imagining “1”. 

Thanks to the artistic assistance of Mr. Pask who so beautifully 
illustrated this and some of my later assertions,* it will be easy for 
me to develop my argument. 

Assume for the moment that I am the successful business man 

with the bowler hat in Fig. 2, and I insist that I am the sole reality, 

*Figures 2, 5 and 6



 
 
 



while everything else appears only in my imagination. I cannot 

deny that in my imagination there will appear people, scientists, 
other successful businessmen, etc., as for instance in this conference. 

Since I find these apparitions in many respects similar to myself, 

I have to grant them the privilege that they themselves may insist 

that they are the sole reality and everything clse is only a concoction 
of their imagination. On the other hand, they cannot deny that 
their fantasics will be populated by people—and one of them may 

be I, with bowler hat and everything! 

With this we have closed the circle of our contradiction: If I 

assume that I am the sole reality, it turns out that | am the imagina- 

tion of somebody else, who in turn assumes that fe is the sole 

reality. Of course, this paradox is easily resolved, by postulating 
the reality of the world in which we happily thrive. 

Having re-established reality, it may be interesting to note that 

reality appears as a consistent reference frame for at least two 
observers. This becomes particularly transparent, if it is realized 
that my “ proof” was exactly modeled after the “ Principle of 
Relativity,” which roughly states that, if a hypothesis which is 
applicable to a set of objects holds for one object and it holds for 
another object, then it holds for both objects simultaneously, the 
hypothesis is acceptable for all objects of the set. Written in terms 
of symbolic logic, we have: 

(Ex) [H(a) & H(x)—> H(a + x)}— (x) H(x) (1) 

Copernicus could have used this argument to his advantage, by 
pointing out that if we insist on a geocentric system, [H(a)], 
the Venusians, ¢.g. could insist on a venucentric system [(Hx)]. 

But since we cannot be both, center and epicycloid at the same time 
[H(a + x)], something must be wrong with a planetocentric 
system. 

However, one should not overlook that the above expression, 

@(H) is not a tautology, hence it must be a meaningful statement.* 
What it does, is to establish a way in which we may talk about the 

existence of an environment. 

* This was observed by Wittgenstein,“ although he applied this consideration 
to the principle of mathematical induction. However, the close relation between 
the induction and the relativity principle seems to be quite evident. I would 
even venture to say that the principle of mathematical induction is the relativity 
principle in number theory.



Before I can return to my original question of how much order a 
self-organizing system may assimilate from its environment, I 

have to show that there is some structure in our environment. 

This can be done very easily indeed, by pointing out that we are 

obviously not yet in the dreadful state of Boltzmann's “ Heat- 

Death.” Hence, presently still the entropy increases, which means 
that there must be some order—at least now—otherwise we could 
not losc it. 

Let me briefly summarize the points I have made until now: 

(1) By a self-organizing system I mean that part of a system 
that eats energy and order from its environment. 

(2) There is a reality of the environment in a sense suggested by 

the acceptance of the principle of relativity. 

(3) The environment has structure. 

Let us now turn to our self-organizing systems. What we expect 

is that the systems are increasing their internal order. In order to 
describe this process, first, it would be nice if we would be able to 

define what we mean by “ internal,”’ and second, if we would have 

some measure of order. 

The first problem ariscs whenever we have to deal with systems 
which do not come wrapped in a skin. In such cases, it is up to us 

to define the closed boundary of our system. But this may cause 

some trouble, because, if we specify a certain region in space as 
being intuitively the proper place to look for our sclf-organizing 

system, it may turn out that this region does not show self-organizing 

propertics at all, and we are forced to make another choice, hoping 

for more luck this time. It is this kind of difficulty which is 
encountered, e.g., in connection with the problem of the “* localiza- 

tion of functions ”’ in the cerebral cortex. 

Of course, we may turn the argument the other way around by 

saying that we define our boundary at any instant of time as being 

the envelope of that region in space which shows the desired increase 

in order. But here we run into some trouble again; because I do 

not know of any gadget which would indicate whether it is plugged 

into a sclf-disorganizing or self-organizing region, thus providing 
us with a sound operational definition. 

Another difficulty may arise from the possibility that these self- 
organizing regions may not only constantly move in space and 

change in shape, they may appear and disappear spontaneously



here and there, requiring the “ ordometer” not only to follow 

these all-elusive systems, but also to sense the location of their 
formation. 

With this little digression I only wanted to point out that we 
have to be very cautious in applying the word “ inside” in this 

context, because, even if the position of the observer has been 
stated, he may have a tough time saying what he sees. 

Let us now turn to the other point I mentioned before, namely, 
trying to find an adequate measure of order. It is my personal 
feeling that we wish to describe by this term two states of affairs. 

First, we may wish to account for apparent relationships between 
clements of a set which would impose some constraints as to the 
possible arrangements of the elements of this system. As the 
organization of the system grows, more and more of these relations 

should become apparent. Second, it seems to me that order has a 
relative connotation, rather than an absolute one, namely, with 

respect to the maximum disorder the elements of the set may be 
able to display. This suggests that it would be convenient if the 
measure of order would assume values between zero and unity, 
accounting in the first case for maximum disorder and, in the second 
case, for maximum order. This eliminates the choice of ‘* neg- 
entropy” for a measure of order, because neg-entropy always 
assumes finite values for systems being in complete disorder. 
However, what Shannon has defined as ‘* redundancy * seems to 
be tailor-made for describing order as I like to think of it. Using 
Shannon's definition for redundancy we have: 

H 

An 

whereby H/H, is the ratio of the entropy H of an information 

source to the maximum value, H,, it could have while still restricted 

to the same symbols. Shannon calls this ratio the “ relative entropy.” 
Clearly, this expression fulfills the requirements for a measure of 
order as I have listed them before. If the system is in its maximum 

disorder H = H,,, R becomes zero; while, if the elements of the 
system are arranged such that, given one element, the position of 

all other clements are determined, the entropy—or the degree of 

uncertainty—vanishes, and R becomes unity, indicating perfect 
order. 

R=1— (2)
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What we expect from a self-organizing system is, of course, that, 
given some initial value of order in the system, this order is going to 

increase as time goes on. With our expression (2) we can at once 

state the criterion for a system to be self-organizing, namely, that 

the rate of change of R should be positive: 

OR > 0 (3) 
At 

Differentiating eq. (2) with respect to time and using the 

inequality (3) we have: 

6R__ _-Hy(3H/6t) — H(6H-/6t) 
61 - He? | 

Since H,? > 0, under all conditions (unless we start out with 

systems which can only be thought of as being always in perfect 

order: H, = 0), we find the condition for a system to be self- 

Organizing expressed in terms of entropies: 

H OHn > H, oH 
61 ot 

In order to see the significance of this equation let me first briefly 

discuss two special cases, namely those, where in each case one of 

the two terms H, H,, is assumed to remain constant. 

(4)   

(5) 

(a) Hy» = const. 

Let us first consider the case, where H,, the maximum possible 

entropy of the system remains constant, because it is the case which 

is usually visualized when we talk about self-organizing systems. 
If H, is supposed to be constant the time derivative of H,, vanishes, 

and we have from eq. (5): 

b6Hn 6H 
for -— =0Q......  < Q 6 
° bt of ~ (6) 

This equation simply says that, when time goes on, the entropy of 

the system should decrease. We knew this already—but now we 
may ask, how can this be accomplished? Since the entropy of the 

system is dependent upon the probability distribution of the elements 

to be found in certain distinguishable states, it is clear that this 

probability distribution must change such that H is reduced. We 
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may visualize this, and how this can be accomplished, by paying 

attention to the factors which determine the probability distribution. 
One of these factors could be that our clements possess certain 
properties which would make it more or less likely that an element 

is found to be in a certain state. Assume, for instance, the state 

under consideration is “‘to be in a hole of a certain size.” The 

probability of clements with sizes larger than the hole to be found 

in this state is clearly zero. Hence, if the elements are slowly blown 

up like little balloons, the probability distribution will constantly 

change. Another factor influencing the probability distribution 
could be that our elements possess some other properties which 

determine the conditional probabilities of an element to be found 

in certain states, given the state of other elements in this system. 

Again, a change in these conditional probabilities will change the 

probability distribution, hence the entropy of the system. Since all 

these changes take place internally I’m going to make an “ internal 

demon” responsible for these changes. He is the one, e.g. being 

busy blowing up the little balloons and thus changing the probability 

distribution, or shifting conditional probabilities by establishing ties 
between elements such that // is going to decrease. Since we have 
some familiarity with the task of this demon, I shall leave him fora 
moment and turn now to another one, by discussing the second 
special case I mentioned before, namely, where H is supposed to 
remain constant. 

(b) H = const. 

If the entropy of the system is supposed to remain constant, its 
time derivative will vanish and we will have from eq. (5) 

  

for — =0......- _">0 (7) 
Of ot 

Thus, we obtain the peculiar result that, according to our previous 
definition of order, we may have a self-organizing system before us, 

if its possible maximum disorder is increasing. At first glance, it 

seems that to achieve this may turn out to be a rather trivial affair, 

because one can easily imagine simple processes where this condition 
is fulfilled. Take as a simple example a system composed of N 

clements which are capable of assuming certain observable states. 
In most cases a probability distribution for the number of elements
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in these states can be worked out such that H is maximized and an 

expression for Im is obtained. Due to the fact that entropy (or, 

amount of information) is linked with the logarithm of the prob- 

abilities, it is not too difficult to show that expressions for He 
usually follow the general form*: 

Hn —= C, + C; log, N, 

This suggests immediately a way of increasing H,, namely, by 

just increasing the number of elements constituting the system; 

in other words a system that grows by incorporating new elements 

will increase its maximum entropy and, since this fulfills the criterion 
for a system to be self-organizing (eq. 7), we must, by all fairness, 

recognize this system as a member of the distinguished family of 
self-organizing systems. 

It may be argued that if just adding elements to a system makes 

this a self-organizing system, pouring sand into a bucket would 

make the bucket a self-organizing. system. Somehow—to put it 

mildly—this does not seem to comply with our intuitive esteem for 

members of our distinguished family. And rightly so, because this 

argument ignores the premise under which this statement was 

derived, namely, that during the process of adding new clements to 

the system the entropy H of the system is to be kept constant. 

In the case of the bucket full of sand, this might be a ticklish task, 

which may conceivably be accomplished, e.g. by placing the newly 

admitted particles precisely in the same order with respect to some 

distinguishable states, say position, direction, etc. as those present 

at the instant of admission of the newcomers. Clearly, this task of 

increasing H,, by keeping /f constant asks for superhuman skills 

and thus we may employ another demon whom I shall call the 

*S external demon,” and whose business it is to admit to the system 

only those elements, the state of which complies with the conditions 

of, at least, constant internal entropy. As you certainly have noticed, 

this demon is a close relative of Maxwell’s demon, only that to-day 

these fellows don’t come as good as they used to come, because 

before 1927 they could watch an arbitrary small hole through 
which the newcomer had to pass and could test with arbitrary high 

accuracy his momentum. To-day, however, demons watching 

  

* Sce also Appendix.
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closely a given hole would be unable to make a reliable momentum 

test, and vice versa. They are, alas, restricted by Heisenberg's 

uncertainty principle. 
Having discussed the two special cases where in each case only 

one demon is at work while the other one is chained, I shall now 

bricfly describe the general situation where both demons are free 
to move, thus turning to our general eq. (5) which expressed the 

criterion for a system to be self-organizing in terms of the two 
entropics // and //,,. For convenience this equation may be repeated 

here, indicating at the same time the assignments for the two demons 

D, and D,: 

    

OH, 6H 
H x _— > Lh x ~~ (5) 

bf bf 
A a 

Internal Internal 
demon’s demon’s 
results | efforts 

External External 
demon‘s demon’s 
efforts results 

From this equation we can now easily see that, if the two demons 
are permitted to work together, they will have a disproportionately 
easier life compared to when they were forced to work alone. 
First, it is not necessary that D, is always decreasing the instantane- 
ous entropy #, or D, is always increasing the maximum possible 
entropy Hp; it is only necessary that the product of D,'s results 

with D,’s efforts is larger than the product of D,’s results with 
D,’s etforts. Second, if either H or H,, is large, D, or D, respectively 
can take it easy, because their efforts will be multiplicd by the 
appropriate factors. This shows, in a relevant way, the inter- 
dependence of these demons. Because, if D, was very busy in 
building up a large 1, D, can afford to be lazy, because his efforts 
will be multiplied by D,’s results, and vice versa. On the other hand, 

if D, remains lazy too long, D, will have nothing to build on and 
his output will diminish, forcing D, to resume his activity lest the 
system ceases to be a self-organizing system.
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In addition to this entropic coupling of the two demons, there ts 

also an energetic interaction between the two which is caused by 

the energy requirements of the internal demon who is supposed to 

accomplish the shifts in the probability distribution of the elements 

comprising the system. This requires some energy, as we may 

remember from our previous example, where somebody has to 
blow up the little balloons. Since this energy has been taken from 
the environment, it will affect the activities of the external demon 

who may be confronted with a problem when he attempts to supply 

the system with choice-cntropy he must gather from an energetically 

depleted environment. 

In concluding the brief exposition of my demonology, a simple 

diagram may illustrate the double linkage between the internal 

and the external demon which makes them entropically (H) and 

energetically (E) interdependent. 

For anyone who wants to approach this subject from the point 

of view of a physicist, and who is conditioned to think in terms of 

thermodynamics and statistical mechanics, it is impossible not to 

refer to the beautiful little monograph by Erwin Schrodinger What 

is Life®) Those of you who are familiar with this book may 
remember that Schrodinger admires particularly two remarkable 

features of living organisms. One is the incredible high order of 

the genes, the “ hereditary code-scripts ’’ as he calls them, and the 

other onc is the marvelous stability of these organized units whose 

delicate structures remain almost untouched despite their exposure 

to thermal agitation by being immersed—e.g. in the case of mammals 

—into a thermostat, set to about 310°K. 

In the course of his absorbing discussion, Schrodinger draws our 
attention to two different basic ‘‘ mechanisms” by which orderly 

events can be produced: ‘“‘ The statistical mechanism which pro- 
duces order from disorder and the ... [other] one producing 

‘ order from order ’.”” 

While the former mechanism, the “order from disorder ” 

principle is merely referring to ‘* statistical laws ” or, as Schrodinger 

puts it, to “the magnificent order of exact physical law coming 

forth from atomic and molecular disorder,” the latter mechanism, 

the “‘ order from order” principle is, again in his words: “ the 
real clue to the understanding of life.” Already earlier in his book 

Schrodinger develops this principle very clearly and states: “* What
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an organism feeds upon is negative entropy.” [ think my demons 

would agree with this, and I do too. 

However, by reading recently through Schrodinger’s booklet 1 

wondered how it could happen that his keen eyes escaped what I 

would consider a ** second clue ”’ to the understanding of life, or— 

if it is fair to say—of self-organizing systems. Although the principle 

1 have in mind may, at first glance, be mistaken for Schrodinger’s 

** order from disorder ” principle, it has in fact nothing in common 

with it. Hence, in order to stress the difference between the two, I 
shall call the principle I am going to introduce to you presently the 

“order from noise’’ principle. Thus, in my restaurant self- 

organizing systems do not only feed upon order, they will also find 

noise on the menu. 
Let me briefly explain what I mean by saying that a self-organizing 

system feeds upon noise by using an almost trivial, but nevertheless 

amusing example. 
Assume I get myself a large sheet of permanent magnetic material 

which is strongly magnetized perpendicular to the surface, and I 

cut from this sheet a large number of little squares (Fig. 3a). These 

  

    

S 

We 

(o) (b) 

Fig. 3. (a) Magnetized square. 

(b) Cube, family I. 

little squares I glue to all the surfaces of small cubes made of light, 

unmagnetic material, having the same size as my squares (Fig. 30). 
Depending upon the choice of which sides of the cubes have the
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magnetic north pole pointing to the outside (Family I), one can 

produce precisely ten different families of cubes as indicated tn Fig. 4. 
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Fic. 4. Ten different families of cubes (sce text). 

Suppose now I take a large number of cubes, say, of family I, 

which is characterized by all sides having north poles pointing to 
the outside (or family I’ with all south poles), put them into a large 
box which is also filled with tiny glass pebbles in order to make 
these cubes float under friction and start shaking this box. 

Certainly, nothing very striking is going to happen: since the cubes 

are all repelling each other, they will tend to distribute themselves 
in the available space such that none of them will come too close 

to its fellow-cube. lf, by putting the cubes into the box, no particular 

ordering principle was observed, the entropy of the system will 

remain constant, or, at worst, increase a small amount. 

In order to make this game a little more amusing, suppose now 

I collect a population of cubes where only half of the elements are 

again members belonging to family I (or I’) while the other half are 
members of family If (or II’) which is characterized by having 
only one side of different magnetism pointing to the outside. If 
this population is put into my box and I go on shaking, clearly, 
those cubes with the single different pole pointing to the outside 

will tend, with overwhelming probability, to mate with members of 

the other family, until my cubes have almost all paired up. Since 
the conditional probabilities of finding a member of family IH, given 

the locus of a member of family J, has very much increased, the 

entropy of the system has gone down, hence we have more order 

after the shaking than before. It is easy to show* that in this case 

  

* See Appendix.
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the amount of order in our system went up from zero to 

1 

*. ~ log, (en) 
  

if one started out with a population density of nm cubes per unit 
volume. 

I grant you, that this increase in orderliness is not impressive at 
all, particularly if the population density is high. All right then, 
let’s take a population made up entirely of members belonging to 
family IVB, which is characterized by opposite polarity of the 
two pairs of those three sides which join in two opposite corners. 
I put these cubes into my box and you shake it. After some time 
we open the box and, instead of seeing a heap of cubes piled up 
somewhere in the box (Fig. 5), you may not believe your eyes, but 

an incredibly ordered structure will emerge, which, I fancy, may 
pass the grade to be displayed in an exhibition of surrealistic 
art (Fig. 6). 

If I would have left you ignorant with respect to my magnetic- 
surface trick and you would ask me, what is it that put these cubes 
into this remarkable order, I would keep a straight face and would 
answer: The shaking, of course—and some little demons in the box. 

With this example, I hope, I have sufficiently illustrated the 
principle I called “‘ order from noise,” because no order was fed 
to the system, just cheap undirected energy; however, thanks to 

the little demons in the box, in the long run only those components 
of the noise were selected which contributed to the increase of order 
in the system. The occurrence of a mutation ¢.g. would be a pertinent 
analogy in the case of gametes being the systems of consideration. 

Hence, I would name two mechanisms as important clues to the 
understanding of self-organizing systems, one we may call the 
“order from order” principle as Schrodinger suggested, and the 
other one the “ order from noise ” principle, both of which require 
the co-operation of our demons who are created along with the 
elements of our system, being manifest in some of the intrinsic 
structural properties of these elements. 

I may be accused of having presented an almost trivial case in 
the attempt to develop my order from noise principle. I agree. 

However, I am convinced that I would maintain a much stronger 
position, if I would not have given away my neat little trick with
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the magnetized surfaces. Thus, I am very grateful to the sponsors 
of this conference that they invited Dr. Auerbach who later in 
this meeting will tell us about his beautiful experiments in vitro of 
the reorganization of cells into predetermined organs after the 
cells have been completely separated and mixed. If Dr. Auerbach 
happens to know the trick by which this is accomplished, I hope 
he does not give it away. Because, if he would remain silent, I 
could recover my thesis that without having some knowledge of 
the mechanisms involved, my example was not too trivial after all, 
and self-organizing systems still remain miraculous things. 

APPENDIX 

The entropy of a system of given size consisting of N indistinguish- 
able elements will be computed taking only the spatial distribution 
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of elements into consideration. We start by subdividing the space 
into Z cells of cqual size and count the number of cells Z, lodging i 
elements (see Fig. 7a). Clearly we have 

EZ,=Z (i) 

The number of distinguishable variations of having a different 
number of elements in the cells is 

Z! aoe 

P= fiz! (111) 

whence we obtain the entropy of the system for a large number of 
cells and elements: 

H =\nP =ZinZ —=Z,1nZ, (iv) 
In the case of maximum entropy A we must have 

6H =0 (v) 

observing also the conditions expressed in eqs. (i) and (ii). Applying 
the method of the Lagrange multipliers we have from (iv) and (v) 
with (i) and (ii): 

LdZ ; = 0 — (i + Ing) 

multiplying with the factors indicated and summing up the three 
equations we note that this sum vanishes if each term vanishes 
identically. Hence: 

InZ;+1+i68 —1—Ina =0 (vi) 

whence we obtain that distribution which maximizes /: 

Z,=ae* (vii) 

The two undetermined multipliers « and 8 can be evaluated from 
eqs. (i) and (il): 

abe” ¥ = Z (viii) 

aLie~ % = N (ix)



22 

Remembering that 

6p 
we obtain from (viit) and (ix) after some manipulation: 

Z | 
a = Z(i — eT) w= (x) 

' ( ) l 
B=iIn\l +7} w- (xi) 

where n, the mean cell population or density N/Z 1s assumed to be 

large in order to obtain the simple approximations. In other words, 

cells are assumed to be large enough to lodge plenty of elements. 
Having determined the multipliers « and £8, we have arrived at 

the most probable distribution which, after eq. (vii) now reads: 

Z, af en (xii) 
n 

From ey. (iv) we obtain at once the maximum entropy: 

H = Z |n (en). (xiii) 

Clearly, if the elements are supposed to be able to fuse into pairs 
(Fig. 7b), we have 

AY’ = Zn (en/2). (xiv) 

Equating A with H, and A’ with H, we have for the amount of 
order after fusion: 

R=l Z |n (en) l 

=~" ™ Z tn (en/2) __ log, (en) (xv) 
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A mathe matical appuratua is developed thal deals with networks of elements which are connected to 

each other hy well defined connection rules and which perform well defined operations on their inputs. 

The output of these elamenta cither is (ranamitted to other elements in the network or — should they be 

terminal elements ~— represents the outcome of the computation of the network. The discussion is con- 

fined ta such cules of connection between elements and their operational modalities as they appear to 

have anatomical aiml physiological counter parts in neural tissue. The great latitude given today in the 

inte rpecdation of nervous activity with regard to whal constitutes the "signal" ig accounted for by giving 

the mathematical apparatus the necessary and sulficient latitude to cope with various intérpretations. 

Special attention is gtven to a mathematical formulation of structural and functional properties of net- 

wotks that compute (nvariants in the distribution of their stimuli, 

1. INTRODUCTION 

Ten neurons can be interconnected in pre- 
cisely 1,267,650 500,228,229 401,703 ,205,376 dif- 

ferent ways. This count excludes the various 

ways in which each particular neuron may react 

tO ite afferent stimuli. Considering this fact, it 

will be appreciated that. today we do not yet pos- 

sess a general theory of neural nets of even 

modest complexity. 

It la clear that any progress in our under- 

standing of functional and structural properties 

of nerve neta must be based on the introduction. 

of constraints into potenttally hyper -astronomi- 

tal vartattons of connecting pathways. These 

ronstraints may be tntroduced from a theoretical 

point of view, for reasons purely esthetic, in 

order to develop an “elegant” mathematical ap- 

paratus that deals with networks in general, or 

these constraints may be introduced by neuro- 

physiological and neuroanatomical findings which 

uncover certain functional or structural details 

in some specific cases. It is tempting, but —alas— 

dangerous, to translate uncritically some of the 

theoretical results into physiological language 

even in cases of some undeniable correspond- 

ences between theory and experiment. The crux 

of this danger lies in the fact that the overall 

network response (NR) is uniquely determined by 

the connective structure ((’) of the network ele- 

ments and the transfer function (TF) of these 

elements, but the converse is not true. In other 

words, we have the following inference scheme: 

(C, TF) — NR 

[C, NR} — Class (TF 

(TF, NR] — Class [C} 

Since in most cases we have either some idea 
of structure and function of a particular network, 
or some evidence about the transfer function of 

the neurons of a network giving certain re- 
sponses, we are left either with a whole class of 
“neurons” or with a whole class of structures 
that will match the observed responses. Bad 

though this may sound, it represents a consider- 

able progress in reducing the sheer combinato- 

rial possibilities mentioned before, and it is 

hoped that the following account of structure and 

function in nervous nets will at least escape the 

Scylla of empty generalities and the Charybdis of 

doubtful specificities. 

The discussion of neural networks will be 

presented in three different chapters. The first 

chapter introduces some general notions of net- 
works, irrespective of the “agent” that is trans- 

mitted over the connective paths from element 

to element, and irrespective of the operations 

that are supposedly carried out at the nodal ele- 

ments of such generalized netwocks. This gener - 

ality has the advantage that no commitments 

have to be made with respect to the adoption of 
certain functional propérties of neurons, nor 

with respect to certain theories as to the code in 

which information is passed from neuron to neu- 

ron.



Since the overall behavioe ob neural networks 

depends to a strong ciegree on the operations 

carcied out by ith constituents. a second claptler 

Gifeussesd Various modasues ithe operation of 

these elements which may respond in a vartety 

of ways from extremely non-linear behavior to 

simple algebraic Summation of the input signal 

Strength. Again no cliuus sare mude as to how a 

neuron “really” behaves, for this ~ alus - has as 
yet not been determined. However, the attempt 

is made to include as much of its known proper - 

ios as will be necessary to diacuss some of the 

prominent features of networks whieh filter and 

process (Me intormation that {s decisive for the 

survival of the organism. 

Vhe lust chapter represents a series of exer- 

Cises in the application of tne principles of con- 

necuuon and operation as discussed tn the earlier 

chapters. [¢ is hoped that the applicability of 

these concepts to various concrete cases miay 

stimulate further investizations in this fasci- 

nating complex of probleins whose surface we 

have barely begun to scratch. 

2, GENERAL PROPEKTIES OF NETWORKS 

In this chapter we shall make some prelimi- 

nucy remarks «about networks in general, keep- 

ing un eye, however, on our Specific needs which 

will arise when dealing with the physiological 
situation. A generalized network concept that 

will suit our purposes involves a set of » “ele- 
ments", €),€9,..-,€j,+-..€,, and the set of all 
ordered pairs [¢;,¢,| that can be formed with 
these elements. The term “ordered” refers to 
the distinction we wish to make between a pair, 
say (¢y.¢9] and (¢o,¢)}. In general: 

[e;,¢)| e [ej.e4] ‘ 

This distinction is dictated by our wish to 

discriminate between the two cases tn which an 
as vet undefined “agent” ts transmitted either 

from v, to e; or from cj to ej. Furthermore, we 
Want tO incorporate tne case in whtch an element 

trunsmits this agent to itself. Hence, the pair 

[e;.¢,) is also a legitimate patr, Whenever such 
a transmission takes place between an ordered 

pair (e;,c)] we say that e; is “actively connected 
with", or “acts upon", or “influences” eiemert 
€j- This may de indicated by an oriented line 

(arrow) leading from ¢; to ¢). 
With these preliminaries our generalized net- 

work can be defined as a set of m elements c; 
(4=1— n) each ordered pair of wnich may or 
May not be actively connected by an uriented line 

25 
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(arrow). Hence, the connectivity of a set of 
elements may — in an abstract sense ~ be repre- 
sented by a two-valued function C(e;,¢@;) whose 
arguments are all ordered pairs [¢;,ej], and 
whose values are | or 0 for actively connected 

or disconnected ordered pairs respectively. 
A simple example of a net consisting of five 

elements i8 given in fig. la. Here, for instance, 

the ordered pair [3,5] appears to be actively 
disconnected, hence C(3,3) = 0, while the com- 
muted ordered pair [5,3] shows an active con- 
nection path. The function C(e;,¢;) is, of course. 
an equivalent representation of any such net 

Structure and may best be represented in the 

form of a quadratic matrix with » rows and » 

columns (fig. 1b). The rows carry the names olf 

the transmitting elements e, anc the columns the 

names of the receiving elements. Active connec- 

t1un tgs indicated by tnserting a "1" into the inter - 
section of a transmitting row with a recelving 

column, otherwise a "0" is inserted. Hence, the 

active connection between elements é« and ¢4.



indicated as an arrow leading from $5 to 3 in 

lig. la, ia represented by the matrix element 
Cs 32 Lin row 3 column 3. 

This matrix representation permits us at 

onee to draw a variety of conclusions. First, we 

may obtain an expression tor the number of dis- 

tinguishabla networks that can be constructed 

with a distinguishable elements. Since a connec- 

tion matrix for m elements has n@ entries, cor- 

responding to the n® ordered pairs, and for each 

entry there are two choices, namely 0 and i for 

disconnection or active connection respectively, 

the number of waya in which “zeros” and “ones” 
can be distributed over n2 entries is precisely 

gn? 

For #=10 we have 2!00 = 10990 different nets 

and for 2 = 100 we must be prepared to deal with 

210000 ~ 193000 different nets. To put the 
reader at ease, we promise not to explore these 

rich possibilities in an exhaustive manner. 

We turn to another property of our connection 
matrix, which permits us to determine at a 

glance the "action field" and the "receptor field” 
of any particular element e,; in the whole net- 
work. We define the action field A, of an element 

e; by the set of all elements to which e; ts ac- 
tively connected. These can be determined at 
ance by going along the row c, and noting the 

cohumna c; which ure deatgnated by a "one". 
Consequently, the action field of element e3 in 
fiz. | 18 defined by 

Ag =[eg,¢4] . 
Conversely, we define the receptor field R, of 

element ¢; by the set of ull elements that act up- 

‘me,. These elements can be determined at once 

by yoing down column ¢; and noting the rows cj 

which are designated by a "one". Consequently, 
the receptor tield of element eg in fig. I is de- 

fined py 

Ry = (ey,e3,¢5] « 
Since the concepts of action field and receptor 

field will play un important role in the discus- 

sion ot physiological nerve nets, it mav he ap- 

propriate to note some special cases, Consider 

4 network ot #elements. Under certain circum- 

stances it may be possible to divide these ele- 

Ments into three non-empty clusses. One cliss, 

Vy, consists of all elements wnose receptor 

field 8 empty, the second (lusa, Ng, consists of 

all elements whose action field 1s empty; and the 

third class, C, consists of all elements for 

which neither the action field nor the receptor 

tield is empty. A net for which these three 
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Fig. 2. Hybrid network (a) and actlon network (b). 

classes are non-empty we shall call a “hybrid 
net”. A net which {s composed entirely of ele- 
ments of the third class C we shall call an “in- 
teraction net". The net in fig. 1 represents such 
an interaction net. Finally we define an “action 
net" which does not possess an element that be- 

longs to class C. Examples of a hybrid net and 

an action net are given in figs. 2a and 2b with 

their associated connection matrices. 

In the net of fig. 2a: 

Ny =(¢3,c6] » 

No = {eq.eq] . 
C = (@4,09,@5] . 

In the net of fig. 2b: 

My = [€9,¢4,€5] ; 

No = 121.€4,66,e7] ’ 

C =[0]. 

For obvious reasons we shall call all ele- 

ments belonging to class V1 “generalized recep- 

tors" and ali elements belonging to class N9 
“generalized etfectors". The justification of this 
terminology may be derived from general usage 

which refers to a receptor as an element that is



a b 

(a) 

(b)   
Fig. 3. Replacement of clements by networkers. 

Pertodic networks. 

not stimulated by an element of its own network 

but rather by some outside agent. Likewise, an 
effector ta usually thought of as an element that 

produces an effect outside of its own network. 

This observation permits us to use hybrid 

networks Or action networks as compound ele- 

ments in networks that show some repetition in 

their connection scheme. An example is given in 

fig. 3 in which the net suggested in 3a ts to be 
inserted into the nodes of the net indicated in 3b. 

The repetition of this process gives rise to the 

concept of periodic networks, features almost 

ubiquitous in the physiologicul situation. To ex- 
pect such periodicity ts not too far-fetched if one 

realizes for a moment that many net structures 

are yenetically programmed. The maximum 

amount of information necessary to progrim a 

net of wm elements is ff, = n2. Lf thia net is made 
up of & periods of n/k elements each, the maxi- 
mum information required is only Hy, , «= k(n/k)? 
= n2/k, Consequently, periodicity - or redun- 

Gancy — represents genetic economy. 
Keeping this point in mind let us investigate 
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Fig. 4. Network without feedback. Action net. 

further constraints in the structure of networks. 

Consider for the moment an action net con- 

sisting of n = 2m elements where the number of 
elements in set \;, the generalized receptors, 

equals the number of elements in No, the gener- 

alized effectors. In this case the connection ma- 

trix has precisely half of its rows and colunins 

empty (0), und the other half filled (1). This 

makes it poasible to re-label all elements, le:- 

ting the receptors as well as effectors :.in 

through labels 1 — m, Consequently, a new ma- 

trix can be set up, an “action matrix”, which has 
precisely the same property as our old connec - 

tion matrix, with the only difference that the ele- 

ments of the effector set — which define again the 

columns - are labeled with the same indices as 

the receptor elements defining the rows. Figs.4a 

and 4b tllustrate this transformation in a simple 
example. 

The first advantage we may take of an action 

matrix ia its possibility to give us an answer to 

the question whether or nat several action nets 

in cascade may be replaced by a single action



net, and U yes, what (8 the structure of this net? 
The possibility of transforming a network into 

the form of an action-matrix has considerable 

advantayes, because an action matrix has the 

properties of an algebraic square matrix, so the 

whole machinery of matrix manipulation that has 

been developed in this branch of mathematics 

can be applied to our network structures. Of the 
many possibilities that can be discussed in con- 

nection with matrix representation of networks, 

we shall give two examples to illustrate the pow- 
er of this method. 

In algebra a square matrix A,, of order m is 

a quadratic array of numbers arranged precisely 

according the pattern of our connection matrix, 

or Our action matrix, The number found at the 

Intersection of tne ith row with the jth column is 

cailed element ayy, which gives rise to another 
sytnbullsm for writing a matrix: 

Ain * lay, m’ 

Addition and subtraction of two matrices of 

like order is simply carried out by adding or 
subtracting corresponding elements: 

Amt Bn = Cm s Cut eg ’ (1) 

Ci s a4j z bj . (2) 

It is easy to see that matrix addition or sub- 

traction corresponds to superposition or sub- 
position in our networks. However, we should be 
prepared to obtain tn some of the new entries 
numbers that are Jarger than unity or less than 
zero, if by change the network superimposed 

Over un existent one has between two elements a 

connection that was there in the first place. 

Hence, the new entry will show a number "2" 
which Is nut permitted according to our old rules 

of representing connections tn matrices (which 

admitted only “ones” and “zeros” as entries). 

We may, ut our present state of insight, grace- 

fully ignore this peculiarity by insisting that we 

cannot do more than connect, which gives a 

“one” in the matrix. Reluctantly, we may there- 

fore adopt the rule that whenever matrix munip- 

ulation produces entries c;; °1, we shall substi- 
tute "1" and for entries cjj <0, we shall subst- 
tute "0". Nevertheless, this tour de force leaves 

us with an unsatisfactory aftertaste and we may 
look for another interpretation. Clearly, the 

numbers ¢,y that will appear in the entries of the 
matrix indicate the numbers of parallel paths 

that connect element e,; with element e;. Ina sit- 
uation where some “agent" is passed between 
these elements, this multiplicity of parallel 
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pathways can easily be interpreted by assuming 

that a proportionate multiple of this agent is be- 

ing passed between these elements. The present 
skeleton of our description of networks does not 
yet permit us to cope with this situation, simply 

because our elements are presently only sym- 

bolic blobs, indicating the convergence and di- 
vergence of lines, but tncapable of any opera- 
tions. However, it is significant that the mere 
manipulations of the concepts of our skeleton 

compel us to bestow our “elements” with more 
vitality than we were willing to grant them origi- 
nally. We shall return to this point at the end of 

the chapter; presently, however, we shall adopt 

the pedestrian solution to the problem of multiple 

entries as suggested above, namely, by simply 

chopping all values down to "0" and “1” tn ac- 
cordance with our previous recommendations. 

Having eliminated some of the scruples which 

otherwise may have spoiled unrestricted use of 

matrix calculus in dealing with our networks, we 

may now approach a problem that has consider - 
able significance in the physiological case, 
namely, the treatment of cascades of action net - 

works. By a cascade of two action networks A,, 
and B,,, symbolically represented by Cas(A8B),, 
we simply define a network consisting of 3m ele- 

ments, in which all general effectors of A,, are 
identical with the general receptors of 8, 
Fig. Sa gives a simple example. The question 
arises as to whether or not such a cascade can 

be represented by an equivalent single action 
net. "Equivalent" here means that a connecting 
pathway between a receptor in A and an effector 
in B should again be represented by a connec- 

tion, and the same should hold for no connec- 

tions. 

The answer to this question ts in the affirma- 

tive; the resulting action matrix C,, is the ma- 
trix product of A, and B,),: 

1Cey En = apt % LOall yy» (3) 

where according to the rules of matrix multipli- 

cation the elements cj; are defined by 

m 
Cj = 22 ap bp, . (4) tj bel tk 7h 

Fig. Sb shows the transformation of the two cas- 

caded nets into the single action net. Clearly, 
this process can be repeated over and over 

again, and we have 

Cas (AyAgAgAg..- Ap) in oA . (5)
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Here we have one indication of the difficulty of 
establishing uniquely the receptor field of a par- 

ticular element, because an observer who is 

aware of the presence of cascades would main- 

tain that elements @; and ey in the second layer 
of fig. 5a constitute the receptor field of element 

eg in layer III, while an observer who is un- 
aware of the intermediate layer (fig. Sb) will 

argue that elements e€;, ¢2 and ey tn the first 
layer define the receptor field of this element. 

In passing, it may be pointed out that matrix 

multiplication preserves the multiplicity of path- 

ways as seen in fig. 5, where in the cascaded 

System element é€9, bottom row, can be reached 
from é€3, top row, vita ¢; as well a8 via ¢€3, mid- 
dle row. All other connections are single-valued. 

As a final example, we will apply an inter- 
eating result in matrix algebra to cascades of 

action networks. It can be shown that a square 

matrix whose rows are all alike 

Aig = Apy , (6) 

and each row of which adds up to unity 

m 

hi ayy +} (1) 

generates the same matrix, when multiplied by 

iteell: 

logy] me * Veg ne = Ogi me (8) 
or 

A? oA (9) 
m m°* 

Translated into network language, this says that 
an action network with all receptors connected to 
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Fig 3. Cascade of action networks (a) 
and equivalent action network (b). 

the same effectors remains invariant when cas- 

caded an arbitrary number of times. As an ex- 

ample, consider the action matrix 

011101 O44 403% 
0o11101 Ode 404 

JO 1110 14) oth 3032 
Ae"ligo i 110 **Ho $430 gi: 

0o1:1101 0443403 
o11101 0443 40 4) 

for which the equivalent network is represented 

in ftg. 6. Call p the number of effectors con- 
tacted (p = 4 in fig. 6), and N(A,,) the normal- 
ized matrix whose elements are 

ny “Fay . (10) 

Clearly, m 

Dini = ’ 

  

Fig. 6. Stochastic action astwork.



and & cuucades give 

AM ap* NU,,) . (11) 

Consequently, the multiplicity of connections 

witl grow with p*-1, while the connection scheme 
remains invariant. 

This observation, which at this level may 

have the ring of triviality, will later prove to be 
of considerable utility when we consider variable 

amounts of an “agent” betng passed on from ele- 
nient to element. This again requires a concept 

of what happens at the site of the elements, a 

question which leads us, of course, straight in- 

to the discussion of “What is a neuron” ? 
Before we attempt to tackle this quite difficult 

question — which will be approached in the next 

chapter — we owe our patient reader an explana- 

tion of the term "connection of two elements” for 
which we offered only a symbolic representation 

of an “oriented line*, along which we occasion- 

ally passed a mysterious “agent” without even 
alluding to concrete entities which may be rep- 

resented by these abstract concepts. We have re- 

served this discussion for the end of this chapter 

because a commitment toa particular interpre- 

tation of the term “connection” will immediately 

force us to make certain assumptions about 

some properties of our elements, and hence will 

lead us to the next chapter whose central theme 

ia the discussion of precisely these properties. 

In our eartier remarks about networks in gener - 
al we suggested that the statement “element ¢; is 
actively connected to element e;" may also be 
interpreted as “@; acts upon ej” or "tnfluenccs 
ej". This, of course, presupposes that each of 

Our elements is capable of at least two states, 

otherwise even the best intentions of “influ- 

encing” may end in frustration *. Let us denote 

a particular state of element e; by $;(), where 
the superscript A: 

A*#1,2,3,...,53. 

labels all states of element e;, which ts capable 
of assuming precisely s, different states. In or- 
der to establish that element e; may indeed have 

any influence on e,; we have to demand that there 

\8 at least one sfate of e; that produces a state 

change in @e, within a prescribed interval of time, 

say Ot. Thla may be written symbolically 

(sy Vee any = ost ay . (12) 

* An excellent account on finite atate systems can be 

found in Ashby (1936). 
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Fig. 7. State transition diagram. 

In this equation the function @ relates the states 

S,(#) in eg that produce a transition in e; from 
$,) to S; 4'), Consequently, can be written in 
terms of superscripts only: 

At a O(a, Hu). (13) 

In other words © relates the subsequent state of 
e; to its present state and to the present state of 

the acting element e;. Take, for instance, sy = 
Sq © 3; a hypothetical transition matrix may read 

as follows: 

dt = O(A, u) [1 

l l 

A 2 1 

3 1 
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The assoctated transition diagram is given in 
fig. 7, where the nodes represent the states of 

the reacting element, the arrows the transitions, 

and the labels on the arrows the states of the 

acting element which causes the corresponding 

transition. Inspection of the transition matrix of 

an element e, will tell us at once whether or not 

another elemént, Say e;, is actively connected to 

e;, because if there is not a single state in e; 

that produces a state change tn e; we must con- 

clude that e; does not have any effect on ej. 
Again for S) = Sg = 3, the “transition” matrix for 
such an ineffective connection looks as follows



I 

Ah 2@Q,u) | 123 
—————— ees ae 

1 1211 

A 2 2 2 2 
3 33 3   

In goneral, if we have, for all yu: 

Ol, M) ed, 

we have in the connection matrix 

cy" Q. 

if we wish to establish whether or not an element 

e, is actively connected to itself, we again set up 

a transition matrix, only replacing w by A. An 

example of the hypothetical transition matrix of 

a self-connected element, capable of three 

states: 
d 

ate (aay | U2 3 
1 2-- 
2 - 1- 

3 - - 3 

This element oscillates between states 1 and 2 
but stays calmly tn 3 when in 3. 

The state transition matrix that describes the 

action of, say, (4-1) elements on some other ele- 

ment i, of course, of & dimensions. In this case 
the state labels for the /th element may be called 
Aj. An example of such a matrix for two elements 
€9, #3, acting on ¢, Is given in fig. 8. 

If the states of our elements represent some 
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Fig. & State transition matrix for three elements. 
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physical variable which may undergo continuous 

changes, for instance, if these states represent 

the magnitudes of an electrical potential, or of a 

pressure, or of a pulse frequency, the symbol S; 
{tself may be taken to represent this magnitude 
and eq. (12), which described the state transi- 

tions of element ¢; under the Influence of ele- 
ment €;, assumes now the form of a differential 
equation 

a5 ae" O4y [ Se()] , (14) 

which can be solved tf the time course of the ac - 
tivity of Sy is known. This, however, may depend 
on the state of elements acting upon e;, which in 

turn may depend on states of elements acting 

upon those, etc. If we consider such a hierarchy 

of & levels we may eventually get: 

dsj aT" Fil Fail Y onl: : -Sylt -hAt)})}) , 

which ts clearly a mess. Nevertheless, there 

are methods of solving this telescopic set of 
equations under certain simplifying assumptions, 

the most popular one being the assumption of 
linear dependencies. 

This brief excursion into the conceptual ma- 
chinery that permit us to manipulate the various 

states of individual elements was undertaken 
solely for the purpose of showing the close in- 
terdependence of the concepts of “active connec- 
tion® and “elements”. A crucial role in this 
analysis is played by the time interval Aé within 
which we expected some changes to take place in 
the reacting element as a consequence of some 
states of the acting element. Clearly, if we en- 
large this time interval, say, to 24/,3A¢,44/, ... 
we shall catch more and more elements in a net- 
work which may eventually contribute to some 
changes of our element. This observation per- 
mits us to define “action netghbours” of the kth 
order, irrespective of their topographical neigh- 
borhood. Hence, in ¢y we Simply have an action 

neighbor of kth order for é; if at least one of the 

states of ¢, at time /- Ad? causes a state transi- 
tion in e; at time é. 

With these remarks about networks in general 

we are sufficiently prepared to deal with some 

structural properties of the networks whose 

Operations we wish to discuss in our third chap- 

ter. In our outline of the structural skeleton of 

networks we kept abstract the two concepts 

"element" and “agent”, for which we carefully 
avoided reference to concrete entities. However, 

the abstract framework of the interplay 9f these



concepts permits us to interpret them according 

to Our needs, taking for instance, “general re- 

ceptors” for receptors proper (¢.g., cones, rods, 

outer hair cella, Metssner's corpuscles, Krau- 

ye's end-bulbs, Merkel's discs; or for inter- 

mediate relays receiving afferent information, 
bipolar cells, cells of the cochlear nucleus, or 

for cells in various cortical layers). “General 

effectors” may be interpreted as effectors prop- 

er (e.g., muscle {itbers), and also as glia cells, 

which act in one way on neurons but in another 

way on each other. 

Furthermore, we are {ree to interpret “agent” 
in a variety of ways, for instance, as a single 

volley on a neuron, as a pulse frequency, as a 

single burst of pulses, as pressure, as light in- 
tensity. This freedom ie necessary, because in 

some instances we do not yet know precisely 

which physical property causes the change of 
state in some elements, nevertheless, we know 

which element causes this state change. A com- 

mitment to a particular interpretation would fa- 

vor a particular hypothesis, and would thus mar 
the general applicability of our concepts. 

Our next task is, of course, to give a des- 
cription of the operational possibilities of our 

elements in order to put some life into the as yet 
dead structure of connective pathways. 

$. GENERAL PROPERTIES OF 

NETWORK ELEMENTS 

Today our globe is populated by approximate- 

ly 3109 people, each with his own cherished 

personality, hia experiences and his peculiari- 
ties. The human brain is estimated to have ap- 

proximately 1010" neurons in operation, each 
with its own structural peculiarities, its scars 

and its metabolic and neuronal neighborhood. 

Each neuron, in turn, i# made up of approxi- 

mately 4 x 109 various building blocks —- large or- 

ganic compounds of about 106 atoms each - to 
which we deny individuality, either of ignorance 

or of necesaity. When reducing neurons to a 

common denominator we may end up with a re- 

sult that ts not unlike Aristotle's reduction of 

man to a featherless biped. However, since it its 

possible to set up categories of man, say, homo 

politicus, homo saptens and humo faber, catego- 

ries which do not overlap but do present some 

human features, it might be possible to set up 

Categories in the operation of neurons which do 

not overlap but do represent adequately in cer- 

tain domains the activity of individual neurons. 

This is the method we shall employ in the fol- 

lowing paragraphe. 
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We shall select some operational modalities 

as they have been reasonably well established to 

hold for single neurons under specified condi- 

tions, and shall derive from these operational 

modalities all that may be of significance in the 

subsequent discussion of neural nets. 

Peculiar as it may seem, the neuron is usu- 

ally aasociated with two operational principles 
that are mutually exclusive. One is known as the 
"All or Nothing” law, which certainly goes back 
to Bowditch (1871) and which states that a neuron 
will respond with a single pulse whose amplitude 
is independent of the strength of stimulus tf, and 
only if, the stimulus equals or exceeds a certain 

threshold value. Clearly, this description of the 

behavior of a nevron attaches two states to this 

basic element, namely, “zero” for producing no 
pulse, and “one” for producing the pulse. Since 
modern computer jargon has crept into neuro- 
physiology, this neural property is usually re- 

ferred to as its “digital” characteristic, for if a 
record of the activity of a neuron in these terms 

is made, the record will present itself in form 

of a binary number whose digits are “ones” and 
"zeros": 

»..01100111011110... 

When we adopt this operational modality of a 

neuron as being crucial in its processing of in- 

formation, we also associate with the string of 

“ones” and “zeros” the code in which information 
is transmitted in a network. 

- The other operational! principle, which is dia- 

metrically opposed to the one just mentioned, 

derives its legitimacy from the observation that 

~at least in sensory fibers — information is coded 

into the lengths of time intervals between pulses. 

Since the length of a time interval is a continu- 

ous variable, and since under certain conditions 

this interval may represent monotonically a con- 

tinuously varying stimulus, this behavior of a 

neuron is usually referred to — by again invoking 
computer jargon — as its “analog” characteristic. 
Under these conditiong we may regard the be- 
havior of a neuron as the transfer function of a 

more or less linear element whose input and 

Output signal is a pulse interval code and whose 
function is pulse-interval modulation. A "We- 
ber-Fechner neuron” simp.y has a logarithmic 
transfer function, a "Stevens neuron” a power- 
law response (Stevens, 1957) and a "Sherrington 

neuron” has neat, almost linear properties with 

threshold (Sherrington, 1906). 
Although it is not at all difficult - as we shall 

see — to propose a single mechanism that recon- 

ciles aj! types of operation in neurons discussed



$9 far (analog as wei! as digital), it ta important 
to Separate these operational modalities, be- 

cause the overall performance of a network may 

change drastically tf its elements move, from 
one operational modality to another. Conse- 

quently, we shall discuss these different modai- 

ittea under two different headings: first “The 
Neuron as an ‘All or Nothing’ Element” with 
special attention to synchronous and a-synchro- 

nous operations, and second “The Neuron ag an 
"Integrating Element'". After this we shall be 
prepared to investigate the behavior of networks 

under various operation condittona of its constit- 
uents. 

3.1. The neuron as an “all or nothing” element 

3.1.1. Synchroniam 
This exposd follows essentially the concepts 

of a "formal neuron” as proposed by McCulloch 
and his school (McCulloch and Pitts, 1943; Mc- 

Culloch, 1962), who define this element in terms 

of four rules of connection and four rules of 

operution. 

Rules of connection: 
A "McCulloch formal neuron”: 

{) receives N tnput fibers X; (£=1,2,N), and 
hus precisely one output fiber *. 

it) Each input fiber X; may branch tnto ny fa- 
cilitatory (+) or inhibitory (-) synaptic 
junctions, but fibers may not combine with 
other fibers. 

iii) Through the neuron, signals may travel in 
one direction only. 

tv) Asaociated with this neuron is an integer 6 
(wo < 6 < em), which represents athreshold. 

Rules of operation: 

v) Each input fther X; may be tn only one of 
two states (x; = 0,1), being either OFF (0) 
or ON (1). 

vi) The internal state Z of the neuron is defined 

by 

Z=dinj x, -6. (15) 

vii) The single output Y is two-valued, either 

ON (1) or OFF (0) (y = 0, 1) and its value is 

determined by 

0 for Z< -¢, 

ye WZ) Viton Z > ne, 
where ¢ ta a positive number smaller than 

unity: 

O<ecl, 

© The ith fiber will be denoted by a capital X;, while 
ita state by a lower case x,. 

1WPIT FIBERS 
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Fig. 9. Symbolic representation of a McCulloch formal 
neuron. 

viii) The neuron requires a time interval of At 

to complete its output. 

We shall briefly elucidate these rules with the 

aid of {tg. 9 which is a symbolic representation 
of this element. The neuron proper is the trian- 

gular figure, symbolizing the perikaryon, with a 
vertical extension upward receiving inhtbitory 

fibers, each loop representing a single inhibitory 
synaptic junction. Excitatory junctions are sym- 

bolized as terminal buttons attached to the peri- 
karyon. In fig. 9 the number of tnput {tbers is: 

N«4, 

with the following values of facilitatory and in- 
hibitory synaptic junctions: 

mc -l, 
Ag=sl. 

my eed, 

Aga -2, 

Constder for the moment all input fibers in the



ON state and the threshold at zero: 

KpoXg erg erg el, e200. (16) 

The internal state Z is, according to eq. (16) 

given by 

Za l-(e3) + 2s (-1) © 2 (-2) 6 De (el) = el -€ | 

hence, according to rule (vii) eq. (16), we have: 

ys @l)el, 

so the element “fires”; its output is ON. Raising 
the threshold one unit, 49 = 1, still keeps the ele- 

ment in ite ON state, because its internal state 

does not fall below zero. From this we can con- 

clude that a completely disconnected element 

with zero threshold always has ita output in the 

ON stale. 

lf in fig. 9 the threshold is raised to +2, the 
situullaneous excitation of all fibers wall not ac- 

tivate the element. Furthermore, it is easily 

seen that with threshold +3 this element will 

never fire, whatever the input configuration; 

with threshold -4 it will always fire. 
The two-valuednesa of all variables involved, 

us well as the possibility of negation (inhibition) 

A B 

  

    

fig 10° Threshold defining the function computed by a 

McCulloch furmal neuron, 
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and affirmation (excitation), make this element 
an ideal component for computing logical func- 
tions in the calculus of propositions where the 
ON or OFF state of each input fiber represents 
the truth or falsity of a proposition X,;, and 

where the ON or OFF state of the output fiber Y 
represents the truth value of the logical function 
# computed by the element. 

Let us explicate this important representation 
with a simple example of an element with two in- 
put fibers only (N = 2), each attached to the ele- 
ment with only a single facilitatory junction 

(ny = "gq = +1). We follow classical usage and 

call our input fibers A and B, ~ rather than X; 
and X4 (which pays off only if many input fibers 
are involved and one runs out of letters of the 

alphabet). Fig. 10 illustrates the situation. First, 

we tabulate all input configurations — all! “input 

states” that are possible with two input fibers 

when each muy be independently ON or OFF. We 

have four cases: A und B both ON or both OFF, 

and A ON and B OFF, and AOFF and B ON, as 

indicated in the left double column in fig. 10. 
In passing, we may point out that with N input 

fibers, two choices for each, we have in general 

possible input states. 

Returning to our example, we now tabulate, 

for a particular threshold value @, the output 

%,(A, B) which has been computed by this ele- 

ment for all input states, i.e., all combinations 

of A, B being ON or OFF. For zero threshold 

(9 = 0), this element will always be in its -ON 
state, hence, in the column 0 = 0 we insert “one” 
only. We raise the threshold one unit (9 = 1) and 

observe that our element will fire only if either 

A or B, or both A and B are ON. We proceed in 

raising the threshold to higher values until a 

further increase in threshold wil! produce no 

changes in the output functions, all being always 

OFF. 
In order to see that for each threshold value 

this element has indeed calculated a logical 
function on the proposttions A and B, one has on- 
ly to interpret the “zeros” and "ones” as “false” 
and “true” respectively, and the truth values in 
each 49-column, in conjunction with the double 

column representing the input states, become a 

table called — after Wittgenstein (1956) - the 

"truth table" for the particular logical function. 
In the example of fig. 10, the column @ = 0 rep- 

resents “Tautology" because $,(A, B) ts always 

true (1), independent of whether or not A or B 

are true: "A or not-A, and Bor not-8". For 6=1 
the logical function "A or B" its computed; it is



false (0) only if both A and 8 are false, v2 2 

givea “A and A® which, of course, 18 only true if 

both A and 5 are true, etc. 

Today there are numerous notations in use, 

all denoting these various logical functions, but 

based on different reasons for generating the ap- 

propriate representations, which all have their 

advantages or disadvantages. 
The representation we have just employed is 

that of Wittgenstein's truth table. This represen- 
tation permits us to compute at once the number 

of different logtcal functions that are possible 
with N propositions (arguments). Since we know 
that N two-valued arguments produce 1\, differ - 
ent states, each of which again has two values, 

true or false, the total number of logical func- 
tions is, with eq. (17): 

Wp eB a 22 (18) 

For two arguments (N 22) we have precisely 16 
logical functions. 

Another symbolism in use is that proposed by 

Russell and Whitehead (1928), and Carnap (1925) 

who employ the signs "e", “v", "—", °-" for the 
logical "and", "or", "implies", “non” respec- 

tively. [t can be shown that all other logical func- 

  
Vue'B 

Fig. 11. Development of the Chiastan symbo! for logi- 
cal functions from Venn's diagrams. 
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tions can be represented by a combination of 
these functions. 

Finally, we wish to mention still another 
form for representing logical functions, with the 

aid of a formalized Venn diagram. Venn, in 
1881, proposed to show the relation of clasaes 
by overlapping areay whose various sections in- 

dicate joint or disjoint properties of these classa- 

es (fig. 11). McCulloch and Pitts (1943) dropped 
the outer contours of these areas, using only the 
center cross as lines of separation. Jots in the 

four spaces can represent all 16 logical func- 
tions. Some examples for single jots are given in 
fig. 11. Expressions with two or more jots have 

to be interpreted as the expressions with single 

Jota connected by “or”. Hence, 

x = “(neither A nor B) or (A and B)” , 

which, of course, represents the proposition "A 

is equivalent to B”. The similarity of this sym- 

bol with the greek letter chi suggested the name 
“chiastan" symbol. The advantage of this nota- 
tion ts that it can be extended to accommodate 

logical functions of more than two arguments 

(Blum, 1962). 

In table 1 we show that, with two exceptions 

all logical functions with two input lines can be 
computed by a singie McCulloch formal neuron, 

if full use is made of the flexibility of this ele- 
ment by uging various thresholds and synaptic 
junctions. For convenience, this table lists, in 

six different “languages”, all logical functions 
for two arguments. The first column gives a dig- 
ital representation of Wittgenstein's truth func- 
tion (second column), taken as a binary digit 
number to be read downwards. The third column 
gives the appropriate chiastan symbol, and the 
fourth column shows the corresponding element 
with its synaptic junctions and its appropriate 
threshold value. The two functions which cannot 
be computed by a single element require a net- 
work of three elements. These are given in fig. 
12 and are referred to in the appropriate en- 
tries. The fifth column shows the same functions 
in Russell-Carnap symbols, while the sixth col- 
umn translates It into English. 

The seventh, and last, column lists the "log- 
ical strength” Q of each (function. According to 
Carnap (1938) it is possible to assign to each 

logical function a value which expresses the in- 
tultive feeling for its strength as a logical! func- 

tion. We intulttively consider a logical function to 

be weak if it is true in most of the cases, irre- 

Spective of whether its arguments are true or 
false. The tautology, which is always true, tells
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us nothing about the truth values of its urgu- 
nents. On the other hand, a function which is 
true only when all ite arguments are true we 
consider to be 4 strong logical function. Conse - 
quently, a9 « measure of strength one may take 
the number of ways in which the logical function 
Is false. In other words, counting the number of 

A 8 

as0 G: 0 
¥ : 

  

      x Qs -1 

(b) 

Fig. 12. Nets of McCulloch formal! neurons computing 
the logical functiona (a) "A is equivalent to B® and (b) 

"either Aor else B°*. 

zeros in Wittgenstein's truth table gives the log- 
ical strength of the function. Inspection of table 1 
shows an interesting relationship between 
threshold and strength, because for a given 
Synaptic distribution the logical strength in- 
creases with increasing threshold. This obser- 
vat.on will be of importance in our discussion of



adaptive mets, because by just ralsing the thresh- 

Old to an appropriate level, the elements will be 
constrained to those functions which “education” 

accepts as "proper". 
Since we have shown that ull logtcal functions 

with two vartables can be represented by McCul- 
loch formal neurons, and since in drawing net- 
works composed of elements that compute logical 

functions it is in many cases of no importance to 

refer to the detailed synaptic diatributions or 

threshold values, we may replace the whole 
gamut by a single box with appropriate inputs 

and outputs, keeping in mind, however, that the 

box may contain a complex network of elements 

Operating as McCulloch formal neurons. This 

box represents a universal logical element, and 

the function it computes may be indicated by at- 

taching to {t any one of the many available sym - 

bolic representations. 

We shall make use of this simplified formal- 

ism by introducing an element that varies the 

functions it computes, not by manipulation of its 

thresholds but according to what output slate was 

produced, say, One computational step earlier. 

Without specifying the particular functions this 

clement computes, we may ask what we can ex- 

pect from such an element, from an operational 

point of view. The mathematical formalism that 
represents the behavior of such an element will 

easily show its salient features. Let X(t) be the 

N-tuple (*1,%2,%3,....4N) representing the input 
state at time ¢ for N input fibers, and Y(¢) the 

M-tuple (y4,92,---.¥y) representing its output 
State at time /. Call Y' its output state at ¢- Af. 
Hence, 

Y= O(X,Y'). (19) 

Inorder to solve this expression we have to know 

the previous ontput state Y" which, of course, ts 
given by the same relation only one step earlier 

in time. Call X° the previous input state, then: 

Yo = &(X', YY"). 

and so on. If we insert these expressions into 
eq. (19), we obtain a telescopic equation for Y itn 
terms of its past experience VY’, X",X™,... and 
Yo, the birth state of our element: 

Ys O(XX' XX... Vo). 
In other words, this element keeps track of 

its past and adjusts its modus operandi accord- 
tng to previous events. This ts doubtless a form 

of “memory” (or another way of adaptation) 
where 4 particular function from a reservoir of 
avatiable functions is chosen. A minimal element 
that is sufficient for the development of cumula- 
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Fig. 13. Ashby element computing recureive functions. 

tively adaptive systems has been worked out by 
Ashby (see Fitzhugh, 1963) (see fig. 13). It ts 
composed of at least one, at most three, McCul- 
loch formal neurons, depending upon the func- 
tions to be computed in the unspecified logical 
elements. We shall call such a minimal element 
an “Ashby element”. The mathematical machin- 
ery that goes along with such elements is called 
recursive function theory, hence elements of this 
general form may be called recursive elements. 

We have as yet discussed elements with two 

inputs only. However, it is easily seen that Mc- 
Culloch’s concepts can be extended to neurons 
with many inputs as fig. 9 may remind us. How- 
ever, the number of logtcal functions that cannot 

be computed by using only a single neuron tn- 

creases rapidly — 2 out of 16 for two inputs, and 
152 out of 256 possible functions for three inputs 
(Verbeek, 1962) — and networks composed of sev- 
eral eiements have to be constructed. These 

networks will be discussed in the following chap- 
ter. 

In the preceding discussion of the operations



ofa MeCulloch formal neuron a tacit assumption 

waa made, namely, that the tnlormation carrted 

mn each fiber is simply its ON or OFF state. 

Tuese states have to be sitmultuneously pre- 

sented to the element, otherwise tts output ts 

Mesningless with respect to these states. A term 

like “input strength” 1i@ alien to this calculus; a 

proposition is etther true or faise. This requires 

all components in these networks to operate syn- 

chronously, i.e., all volleya have not only to be 

fired at the same [requency, they have ulso to be 

always in phage, Although there are indications 

that coherency of pulse activity is favored in lo- 

calized areas ~ otherwise an E.E.G. may show 

Ouly noise — as long a& we cannot propose a 

mechaniam that synchronizes pulse activity, we 

have to consider synchronism a@ a very special 

case. Since this article is not the place to argue 
his Out, we propose to investigate what happens 

us pulpes, with Various frequencies, pass over 

vuailougs fibers. 

3.1.2. Asynchronism 

Assume that along each fiber X; travels a 
periodic chain of rectangular pulses with univer - 

sul pulse width Af (see fig. 14), but with time in- 
tervals 7; varying from fiber to fiber. The prob- 

ability that fiber NV; activates its synaptic junc- 

tiong ut an arbitrary instant of time is clearly 

  

  

duration of pulse Al D,* Gacauon of palae interval "77 (20) duration of pulge interval 7, 

  
big 34 Schematic of pulse width, pulse iterval and 

refractory period. 
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or, replacing the periodic pulse interval on fiber 

NX; by the frequency f/;, we have 

py af, at, (21) 

for the probability that X;'s synaptic junctions 

are activated, and the probability 

4; = 1-2; (22) 
that they are inactivated. The probability of a 
particular input state X(x1,%9,...,%y) which is 
characterized by the distribution of "ones" and 
"zeros" of the input values x;, and which may be 
represented by an N-digit binary number 

o<xc2".1, (23) 

N 
X«Lx, gi-t ' x, 20,1, (24) 

1 

1s given by the Bernoulli product 

No dex) 
Py =| [of a -pp* (25) 

° 1 

with 
Xa2' 1 

 Py=l, (26) 
X20 

which simply arises from the consideration that 
the simultaneous presence or absence of various 

events with probabilities £; or (1-p;) respective- 

ly is just the product of these probabilities. The 

presence or absence of events is governed by the 

exponents x; and (1 -+;) in the Bernoulli product 

which are 1 and (1-1) = 0 tn presence, and 0 and 
(1-0) = 1 in absence of the event of interest, 

namely the activation of the synaptic junctions of 

the ith fiber. 

Having established the probability of a partic- 

ular input state, we have simply to find out under 

which conditions the element fires in order to 

estublish its probability of firing. This, how- 

ever, we know from our earlier considerations 

(eqs. (15), (16)) which define those input states 

that activate the output fiber. As we may recall. 
an activated output (j'=1) is obtained when the 

internal state Z equals, or exceeds, zero: 

Zz = inj x; +8 » o€ 

with @, representing the number of (positive or 

negative) synaptic junctions of the ith fiber and 

0 being, of course, the threshold. Hence, for a 

given threshold and a certain input state X(xj, 
X9,-.+,Xy7) output state yax is defined by



l for rn, ti-o 
y 2 

, 6.x Q for cn; Xj - 6 

ne, 

(26) 
-€ . 

Since whenever the output ts activated v will as- 
sume a Valve of unity, the probability p of its 
activation is the sum of all probabulties of those 

input states that give y a value of “one”: 

XaQh.\ 
pe (27) ,y Py. xa Vax *Xx 

Since all terms in the above expression will 
automatically disappear whenever an input state 
ia present that fails to activate the output (y = 0), 
eq. (27) represents indeed the activation proba - 
bility of the output fiber. Lf we again assume that 
the ON state of the output fiber conforms with 
the universal pulse duration +f, which holds for 

all pulses traveling along the input fibers, we 

are in a position to associate with the probability 

of output excitation a frequency f according to 
eqs. (26), (27): 

rh Dong Py. a 
which we will call — for reasons to be given ina 

moment — the "Internal frequency”. 
Let us demonstrate this mathematical appa- 

ratus in the simple example of fig. 10. With let- 
ters A and #8 for the names of fibers X; and X9 
we have, of course, A(x; =0,1) and B(x2 0,1) 

and the four possible input states are again: 

xy x9 

0 0 

1 0 

0 1 

1 1 

The four corresponding Bernoulli products are 

after eq. (28): 

(1 -py)(1 - Pg) 

py ' (1 - Py) 

(L-p)) + pg 

Py * be 

In order to find which of these products will 

contribute to our sum (eq. (27)) that defines the 
desired output activation probability, we simply 
consult the truth table for the function that 1s 

computed after a specific threshold has been 

selected, and add those terms to this sum for 

which the truth tables give a "one" (yel). The 
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following table lists for the four values of 4 as 
chosen in fig. 10 the resulting probabilittes of 

Output excitation according to eq. (27). 

  

Table 2 

0 Sum of Bernoulll products « p 

O (1-9) (1-Pg)* (1 = py) Pg oP (1-03) Py Pz © 1 

} (1 Dg) + (Lo Py Page Pi Pg © Pye hg- Py be 

2 Pi) P3 ° Pipe 
3 - 80 

With eq. (28) we have at once what we called the 

internal frequency of the element when its 

threshold ia set to compute a particular logical 

function. Using the notation as suggested in col- 

umn 5 of table 1 for denoting logical functions as 
subscript, and denoting with T tautology and with 
C contradiction, the computer frequencies rep- 

resenting the various logical functions of the ar - 

guments f/; and /7, again represented as fre- 
quencies, are as follows. 

Table 3 

620 (T= 1/A 

Bet fwresytfo- the 
O@=2 fle) 2 Ath fe 

@=3 f(C)=0 

This table indicates an interesting relation- 

ship that exists between the calculus of proposi- 
tions and the calculus of probabilities (Landahl 
et al., 1943). Furthermore, it may be worth- 
while to draw attention to the fact ~— which may 
be shown to hoid in general — that low threshold 
values, resulting in “weak” logical functions, 

give this element essentially a linear character - 
istic; it simply adds the various stimuli /;. This 

is particularly true, if the stimuli are weak and 

their cross-products can be neglected. For high- 
er threshold values the element (s transformed 

into a highly non-linear device, taking more and 

more cross-products of intensities into consid- 
eration until for the strongest logical function 
being short of contradiction —the logical “AND” - 
the single cross-product of all stimuli ts com- 

puted. 

We have carefully avoided associating with 
"p* or with "f" the actual output frequency. We 

called f the “internal frequency”. The reason 
will become obvious in a moment. It ts well 

known that after the production of each pulse a 
physiological neuron requires a certain moment



ob tine Mp the so-called “refractory period” - 

to recover from its effort and to be ready tor 

another pulse (gee alsa fig. 14). But tn table 3 

the resulting (requency for zero threshold igs) the 

reciprocal of the pulse duration Sf, which, of 

cOurse, ig unmanageably high for 4 neuron whose 

refractory period is clearly much longer than 
the duration of ita pulse ° 

atp af. (29) 

{t is very easy indeed to accommodate this diffi- 
culty in our calculations, if we only realize that 

the actual output frequency /, of the element is 
the frequency / at which it "wants" to fire, re- 
duced by the relative time span in which it can- 

not fire: 

fy = AU-f,4tpy) . 

Solving for the output frequency in terma of in- 
ternal frequency and refractory period we have: 

f 

fo i + fat, , 

From this 19 easily seen that the ultimate fre- 

quency at which an element can fire |6 asymptot- 

i. ally approached for f-— 1/at, and is given by: 

f s to ok 

omax “sf alp Bt! 

(30) 

(31) 

(32) 

which 1s in perfect agreement with our concept 

of the physiological behavior of this element. 
Che actual values for pulse duration and refrac- 

tory period may be taken from appropriate 

sources (Eccles, 1952; Katz, 1959). 

3.2. The neuron as an “integrating element" 

The element discussed in the previous para- 
¥yraphs is an “All or Nothing Device" par excel - 
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lence, and oon the two subtitles "Synchronism” 

and “Asynchronism”™ we investigated only how 

this element behaves when subjected to stimull 

for which we changed our interpretation of what 

19 2 meaningful signal. While in the synchronous 

case a string of OF Fs and ONs was the signal, 
in the asynchronous case pulse frequencies car- 

ried the information. However, in both cases the 

element always operated on a “pulse by pulse” 
basis, thus reflecting an important feature of a 
phystological neuron. 

In this paragraph we wish to define an ele- 

ment that incorporates some of the concepts 
which ure assoctated with neurons as they were 

first postulated by Sherrington (1952), and which 
are best described in the words of Eccles (1952, 
p. 191): “All these concepts share the important 
postulate that excitatory and inhibitory effects 

are exerted by convergence on to a common 

locus, the neuron, and there integrated. It is 
evident that such integration would be possible 

only if the frequency signalling of the nervous 

system were transmuted at such loci to graded 

intensities of excitation and inhibition”. 
In order to obtain a simple phenomenological 

description of this process we suggest that each 

pulse arriving at a facilitatory or inhibitorv 

Junction releases, or neutralizes, a certain 

amount gq, of a hypothetical agent, which, !eft 

alone, decays with a time constant 1/A. We fur- 
ther suggest that the element fires whenever a 

critical amount q* of this agent has been accu- 

mulated (see fig. 15). 
Again we assume N fibers X; attached to the 

element, each having 2; facilitatory (+) or inhib- 
itory (-) synaptic junction. Each fiber operates 
with a frequency f;. The number of synaptic ac - 
tivations per unit time clearly is the algebraic 

sum: 
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Fig. 15. “Charging” process 
of an integrating element.



S : Dyfi . (33) 

Hence, the differential equation that deseribes 

the rate of change in the amount of the agent ¢ as 

a consequence of stimulus activity and decay is 

a at 40749» (34) 

whose solution for q as a function of time ¢ is: 
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qa Deh, (35) 

if at time / = 0 we also have g = 9. 

Let Af* he the time required to accumulate 

the .imount q° at the element, and let the activity 

S change during many such time § intervals. 

Clearly, the "{nternal (requency® of this element 
is 

f2tfare. (38) 

Inserting these into eq. (35): 

Gn$ 
we eT) , (37) 

we hive an expression that relates the frequency 

/ with the stimulua activity 5S. For convenience 
we introduce new variables x and y which repre- 

sent normalized tnput and output activity respec - 

tively and which are defined by: 

xe Sqy/qe,  yafir, (38) 
With these, eq. (37) can be rewritten: 

ede lV, (39) 

or. solved for y: 

y*1/{Inx - tn(xe- 1]. (40) 

This relution shows two interesting features. 

First, it establishes au threshold for excitation: 

NX zl 

Sg > 4°/4, - 

Because for the logarithmic function to be real 
its argument must be positive, or x = 1. It may 

be noted that the threshold frequency Sg is given 
only in terms of the clement's intrinsic proper - 

tles A, 9, and q°*. 

The second feature of the transfer function of 
thia element is that for large values of x it be- 
comes a linear element. This is easily seen if 

we use the approximations 

1 
pie “Et8 

or 

4 | 

and 

in(l+€) € 
for 

euolfxr«], 

Under these conditions eq. (40) becomes simply: 

yes 
or 

ff Ady/9”) . 

This “nice” feature of our element ts, of course, 

spoiled by the considerations which were pre- 

sented earlier, namely, that the activation fre- 

quency 5, which is the sum -total of the impinging 

frequencies (see cq. (33)) might be too high to be 

handled by a physiological neuron. In order to 

adjust for the trequency limit that is expected 

from our clement, we proceed in precisely the 

Sume way as wis suggested in eq. (30): we in- 

troduce into eq. (41) a formal interaction tesm 

that reduces its potential activity x commensu- 

rate with its actual activity: 

Yo (L-Hyo) , (42) 
where the (actor u will become evident in a mo- 

ment. Solving for Vv, 

x 

Yo“ iv ux (43) 
and for x — o we have 

Yomax * 1L/u. (44) 

Denormalization according to (38) and compari- 
son with (32) gives 

A 1 

fomax™ 1 * atv ty’ (45) 
or 

w= A(Ate dtp) . (46) 

In other words, the parameter u expresses al. 

neuronte delays in units of the agent's decay 
constant. 

In order to make the high frequency correc- 

tion applicable for the whole operational range of 

our element, we simply replace x in eq. (49) by 

x;(1+u-) of eq. (43) which 1s the adjusted equi- 

valent to the unadjusted eq. (41). 
With this adjustment we have the output fre- 

quency of our element defined by 

1 2, (47) 
Jo x 

nie u)-2 

A graphical representation of the input-output 

relationship of this element according to eq. (47)
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bode vations opecating conditions (4) (bold line), and 

ptoaimation by a logarithmic function (thin line). 

Is viven in fig. 16 for three different vulues of p 

(O; 0.2; 0.5). For small u (2 0.05) the element 

is linear with threshold x, 21. For large u 

(~ U.5) the element ts an almost perfect “All or 
Nothing” device with threshold 

; 1 
Xo i u . (48) 

For vVaiues of in the runge 0.1 — 0.5 the ele- 

ment displays a loguritnmic transfer function. 

In‘eed, it cun easily be shown that in the "vicin- 

ity’ of 

1 
wong 4 

<< y(l-y) (49) 

Ey. (47) can be approximated by 

vy =A ina, (30) 

- H 

  

.! 5 (Al) 
4 (1-%)flo(l -u)] 

lt inagy be noted that thie "vicinity™ extends 

over an appreciable range as can re seen by tne 

approximation according to (50) which tn tig, 16 
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if superimposed in thin line over the exact 

curves given in bold line. 

With the choice of the parameter u we are in 

‘| position to change the transfer function of this 

element considerably. We suggest the following 
nomenclature for the elements that arise for dif- 

ferent values of yu: 

u=0: "Sherrington" element (linear charac- 
teristic) 

kt = 0.2: "Weber-Fechner” element (logarithmic 
characteristic) 

2-71: “Alor Nothing” element (step-function 
characteristic). 

With these and the other elements as specified in 

the previous paragraph, the McCuiloch element 

and the Ashby element, we are now prepared to 

discuss the behavior af networks that incorpo- 

rate these elements as their basic computer 

components. 

4. SOME PROPERTIES OF COMPUTING 

NETWORKS 

Of the mytiad networks that are not only the- 

oretically possible but are indeed incorporated 

into the neural architecture of living organisms, 

space and ignorance will permit only a small 

glimpse into their vast richness. In additicn, the 

large variety of sojutions that evolution has pro- 

vided in different species for their specific cog- 

nitive probiems makes it difficult to present this 

topic from a Single ordering point of view, ex- 

cept that here we are dealing with networks. 

However, in the last decades a number of gen- 

eral principles have been carved out from this 
large complex of problems and in the following 

an attempt will be made to do justice to some of 

them by briefly suggesting their conceptual 

framework and by giving some examples to 

illustrate the underlying ideas. 

We shall open our discussion with two para- 

wraphs which represent extremea in the spec- 

trum that goes from the concrete to tne abstract. 

The first paragraph shows the possibility of or- 

derly benavior in a "mixed® net, the neuromus- 

cular net in the sea urchin, where within ele- 

ments ot their own kind no interaction takes 

place. JQut where each kind uses the other for in- 

legrated uction. The second paragraph touches 

bricily the McCulloch-Pitts theorem which, in a 

sense, ends or starts all discussions about net- 

works. 

The next paragraphs discuss the development 

of cognitive networks, first, in which cellular



identity os recownZed, while the subsequent con- 

siderations are based solely on the localizabitity 

of groupa of cells, but their tadividuality is lost. 

The chapter concludes with a brief account of 
stability and immunology of neural networks and 

with some remarks on adaptive acts and how 

they store information. 

4.1. A nenuro-musculay net 

Fulton (1943) opens his comprehensive trea- 

tise on neurophysiology with a brief account of 

the early evolutionary stages in the development 

of the nervous system. Rightly so, because the 

appreciation of these early Stages leaves no 

doubt as to the ullimate purpose of this system, 

namely, tO Serve as a Computer that links detec - 

tion with appropriate action. Following Parker 

(1943) we give in fig. 17 schematically the three 
decisive steps which are the foundation for the 
emergence of neural systems with the complexity 

of 4 mammalian brain. Fig. 17a shows symbo- 
Ilcally the "independent effector” (muscle cell in 

a sponge) that translates directly a general 

"stimulus" into action ~ contraction in most 

cases. The first ste’ .cuom detection to discrimi- 

nation 18 accomplished by separating detection 

and action and localizing these functions in dif- 

ferent elements (fig. 17b,. This permits the de- 

velopment of specific sensors responsive to cer- 

tutn Sttinuli only (light, chemistry, touch, etc.). 
The final step in preparing the tripartite archi - 

tecturul organization of the nervous system — 
detector, computer, effector - is suggested in 

fiz. 17c, where an intermediate ganglion cell 
acts as a primordial nucleus for what is to be- 

come the information proceagsing tnterface be- 

tween detection and action. . 

Although an array of such simply organized 

wits as in fig. 17b appears not to have the prop- 

erties which we would expect from w neural net, 

for there is no direct connection from neuron to 
neuron, these systema stil! deserve to be called 

interaction nets from «a general point of view, 

because 2 particular stute in one unit — say a 
contraction- may influence the state of its neigh- 

bors via the mechanical properties of the medi- 

um ino which they are embedded. That such 

"mixed nets” are capable of highly organized be- 
havior may be illustrated with the beautiful ob- 

servations of Kinosita (1941) on the kinetics ot 

the spines of the sea-urchin. 

When a localized stimulus is given to the body 

surface of a Aea-urchin, the spines around the 
atimulated spot respond sn as to lean towards 

the stimulated spot, and this response dimin- 
tahes rapidly with distance from the locus 2f 
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Fiy. 17. Primitive nerve neta: (a) indepenclent effector: 

(b) ceceptor-effector system; (c) ceceptor-compuler- 

effector system. 
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Vig. 18. Position of spines in the sea-urchin alter 

stimulation at the North pole, 

stimulation (fig. 18). The first thought that comes 

to mind 18 tO assume an anastomosging plexus of 

interacting nerve cells which transmit the infor - 

mation of this perturbation over an appropriate 
region to cause contraction of the muscle fibers 

attached to the spines (Uxikul!, 1896). However, 
Kinosita wus able to demonstrate that there are



  
  

Foy 19. Bchematic of anatomy and geometry in the vicinity of a sea-urchin spine 

No Ober to fiber connections, only proximate 

thet -muscle conmectionga, hence each receptor 

pate has to Qperute according to local informa - 

tion of the deformation of its surroundings caused 

by deformationa of the more distant regions. 

Local anatomy and geometry in the neighbor - 

hood of «4 spine is schematically given in fig. 19 

which exuggerates certain proportions for pur- 

poses Of clarity. The spine S, centered on pivot 

P which 19 attached to a fixed shell with radius 

HK, can bend in all directions. Muscle fibers M 

contract when stimulated by neuron N which will 

respond to aa extension (stretch) of the intevu- 

nent. Tf somewhere at the surface « muscle 

bundle contracts, it causes the integument to fol - 

low, which produces a slight local stretch that ts 

sensed by the local neuron which, tn turn, cauSes 

its usanciated muscle to contract, and so on. 

Consider a spine localized at angle @,. When 

bent at angle JY from its radial rest position 

(Y > 0) it will shift the integument surface from 
O, to pd. Assume that a stimulus 1s applied atthe 
North Pole (9, = 0), then the shift 49 = 9,-¢ at 

angle o>, is the result of the summation of dif- 
ferential contractions -d(4¢)/dd> of intermedi- 
ate muscles. These, in turn, contract according 
to the efferent stimulus of their associated neu- 
rons which fire in proportion to the local pertur- 
bation, 1.e., the difference between the extension 

of the relaxed integument £ and the stretched 

integument A. Hence, the differential equation 

that governs the local receptor-effector system 
is: 

dO) 2 acy - 2 ag. R(L-H), (52) 

where the proportionality constant & represents 
the combined transfer functions for neuron and



mus¢cle fiber. From inspection of fig. 19 we have 

the simple geometric relations: 

He-=L cosy 

and 

(53) 

Introducing a dimensionless paremeter u which 

combines physiological and anatomical con- 

stants: 

Rao =Lasiny. 

uoekR, 

the differential equation (52) can be rewritten 

with the atd of ($3) to read: 

dsinw 

doo 

which can readily be solved to yteld a transcen- 

dental equation in y: 

cot( sy) +W = UD? cot Wo) + Vo ' (35) 

where Yo denotes the origtnal perturbation at 

9 <0. For a chosen value of u = 10 this equa- 
tion was numerically evaluated and served as a 

basis to conxtruct fig. 18. The entries along the 

axis of symmetry indicate the focal points of 

spines located at corresponding angles $5. The 

Original perturbation is assumed to be strong 
(w,, ¥ 459), 

The sole purpose of this somewhat detailed 
account of a relatively tnaignificant network wus 
tO sugyest that organized behavior that seems to 

be governed by a central control that operates 
according to an “action at a distancé” principle 
can very well arise from a localized point func- 
tion that permanently links elements tn an infini- 
tesimal neighborhood. Notice how the behavior 
can be expressed in differential eqs. (52) or (SA) 
which contain local properties only. The whole 
system swings into action whenever the "bounda- 
ry value” — t.e., the stimulus - changes. The 
operational principle here 19 "action by conta - 
gion”. We shall later discuss this principle in 
greater detail in connection with interaction net- 

works, 

» -u(l-cosy) , (SA) 

4.2. The McCulloch-Pitts theorem 
A network composed of McCulloch elements 

we shall call a "McCulloch formal network”. The 
central issue of the McCulloch- Pitts (1943) theo- 

rem is the synthesis of puch networks, which 

compute any one af the 22 logical functions that 
can be defined by n propositions. [n other words, 

any behavior that can be defined at all logically, 

strictly, and unambiguously in a finite number of 

words can be realized by such a forma! network. 
Since in my opinion this theorem not only is one 
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of the most significant Contributions to the epis- 
temology of the 20th century, but aleo gives im- 
portant clues 2@ to the analysia of physiological 

neural neta, it is impoestble in an article about 

nerve nets not, at least, to touch upon the basic 

ideas and consequences that are agsociated with 
this theorem. Its significance hae best been ap- 
praised in the words of the late John Von Neu- 
mann (1951): 

“It haa often been clatmed that the activities 
and functions of the human nervous system are 

socomplicated that no ordinary mechanism could 

posaibiy perform them. It has also been attempt- 
ed to name specific functions which by their na- 

ture exhibit this limitation. It hus been attempted 

to show that such specific functions, logically 
completely described, are per se unable of 

mechanical neural realization. The McCulloch- 
Pitts result puts an end to this. [t proves that 
anything that can be exhaustively and unambigu- 
ously described, anything that can be completely 

and unambiguously put into words, is (pso facto 
realizable by a suttable finite neural network”. 

We shall give now a brief summary of the es- 

sential points of this theorem. As already men- 

tioned, the McCulloch-Pitts theorem shows that 
to any logical function of an arbitrary number of 

propositions (vartablea) « network composed of 

McCulloch elements can be Synthesized thut is 

equivalent to any one of these logic:l functions. 

By “equivalence” is meant that it functions so as 
to compute the desired loyical function. This can 
be accomplished by singling out input fibers of 

some of its elements and output fibers of some 
other elements and then defining what original 
stimull on the former are to cause what ultimate 

responses of the latter. 

Since the basic element of the networks to be 
discussed ~the McCulloch forma! neuron - is ca- 
pable of computing only some of all lowical func- 
tions which can be constructed from precisely 

two variables, and since an arbitrary set of 

propositions may contain temporal relationships, 
we require three more stepa to reach the gener - 

alltvy claimed by the theorem. The first step in- 
volves purely logical argument and shows (a) by 
using substitution and the principle of induction 
the possibility of conatructing m-variable ex- 

pressions from two-variable expressions, and 
(b) the possibility of expressing uniquely any 
logical function of n-vartables in a certain nor- 

mal form. The second step introduces an opera- 

tor S that takes care of a single synaptic delay 

and thus permits the representation of temporal 
relationships, while the third step utilizes some 
formal properties of this operator to obtain nor -



mal form expressions that are immediately 

Translatable into network language. 

First step: 

(a) Consider a logical function of the twovart- 
ables A, and By 

(Ay, By) . (56) 
l.et By be a logical function of the two variables 
A and Ba: 

By = (Ag, 59] . 
and, in general, 

Ay = (Aq. Basal - (87) 
Iterative substitution of (37) into (56) gives: 

[A,,Ag.Ag,-. Ag, Bal, 
which, by induction, holds for all 

(tb) I can be shown (Hilbert and Ackermann, 

1928) that any logical function of nm arguments 

can be represented by a partial conjunction (-) of 
disjunctiona (v) that contain each variable X;, 
either affirmed (x;21) or negated (x,;=0). Let 
each disjunction be represented by Dz, where Z 

is the decimal representation of the binary num- 

ber 

n 

O82 = halls <n, (58) 

and let Ap represent the (partial) conjunction of 
those disjunctions présent (Dz =1, otherwise 
Dy = 0) in the logical function, where P is the 
declinal representation of the binary number 

an} A 
Os ps LU 2 pz<2% -1, (58) 

0 

[he terns Ap are called "Schroeder's constitu- 

cuts". Consequently, there are 22° different 

conjunctions possible with these constituents. 

Each of (hese conjunctions represents uniquely 

one logical function, 

Expanding these conjunctions by virtue of the 

distributivity of (+) and (v) into a disjunction of 
conjunctiona 

Cyv Cavy..., (60) 

one arrives, after cancellation of contradictory 

leis (X,° 2%), at Hilbert's disjunctive normal 

form which, derived this way, i8 again uw unique 

representation of one of the 22 logical tune - 

(ions. This form will be used in the synthesis of 

networks. 

As an example of this procedure take the two- 

variable logical function expressing the equiva- 
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lence of A and B, Let X; and X2 be A and B re- 
spectively. The four Schroeder constituents are 

with Z from 0 to 3: 

D, = (AvB), 
D; = (AvB), 

Dz = (AvB), 

Dy =(AvB). 

Since 
A™B2D,:D3, 

we have 

P 20-29, 1-21,1.22.0-25 =6 

and 

Kg ® Dy: Do ® (AvB)-(AvB). 

Expanding the right hand side gives 

(A-AvB-A)v(A:Bv BB), 

which after cancellation of contradictions yields 

the desired expression in Hilbert’s disjunctive 

normal form: 

(B-A)v(A:B) 2A =B. 

The second step considers the synaptic delay Af 
at each McCulloch element. Let .V,(¢) denote the 
action performed by the ith element at time ¢, or 

for short 

Nz = N,Q). (61) 

In order to facilitate expressions that consider n 

synaptic delays earlier, a recursive operator S 

is introduced and defined as 

N,(t-ndt) 2 S"N,, (62) 

its iteration represented by its power. Clearly, 

this operator 1s applicable to propositions as 

well. ° 

The third step establishes distributivity of the 

operator S with respect to conjunction and dis- 

junction: 

S(Nj+Nj) * SN;- SN; , 

SIN jv: jp 8 SN jv SN; . 
(63) 

Since each function of temporal propositions can 

be expressed in terms of Hilbert's disjunctive 

normal form, application of the recursive opera- 

tor S permits each proposition to appear of the 

form S*X; and thus can be translated into the 

corresponding neural expression (62), which 
localizes each element in the network and defines 

its function. 

We shall illustrate this procedure with the



Same simple example that was chosen by the 

authora of this theorem. It is known as the “1illu- 

sion of heat and cold”. 

"If a cold object 1s held to the skin for a mo- 

ment and removed, 4 sensation of heat will be 

felt; Uf it is applied for « longer tirne, the gyensa- 

tion will be onty of cold, with no preliminary 

warmth, however transient. [t is known that one 

cutaneous receptor is affected by heat and an- 

other by cold”. 
We may now denote by Vy and V2 the proposi- 

tions "heat tg applied” and “cold is applied" re- 
spectively, but interchangeably we may denote 

by Ny and No the activity of the receptors “heat 

receptor active" and “cold receptor active”. 
Similarly, we shall denote by V3 and N¢ the 

propositions “heat is felt" and “cold is felt® re- 
spectively which can be translated into the ac- 

tivity of the elements producing the appropriate 

sensationg mutatts mutandis. 

The temporal propoaitional expression for the 

two observations can now be written: 

Input Output   

SN; vS3N9* S272 © Ny 

S?No + SNq * Ng 

where the required persistence in the sensation 

of cold (Ng) 1s assumed to be two synaptic de- 
lays, while oniy one delay is required for sensa- 

tton of heat (N49). 
We utilize distributivity of S 

SNy v S(SNQ ° No)) e Ny, 

H(SNo)° No) 2 Ng, 

and develop the whole net in individual steps of 

nets for two variables, working our way from 
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inside out of the brackets. We first approach the 

expression for Ng and construct a net for 

SNq® Na, . (fig. 20.1) 
We complete the relation for Vg by drawing the 
net (bold line): 

Ng ® SIN4*NQ), 
which is, of course, 

N4 S S(SN2 + No) . 

We approach now the expression for Ny and draw 
(bold line): 

(fig. 20.2) 

SNA No) aNg, (fig. 20.3) 

und complete the whole net by drawing (bold 

line): 

Ny © MN,VNp) . (fig. 20.4) 
Although this simple example does not do jus - 

tice to the profoundness of the McCulloch- Pitts 
theorem, it emphasizes not only the important 

relationship between formal networks and formal 

logic but also the minimal structural necessity 

to accommodate functional requirements. 

4.3. Interaction networks of discrete, 
linear elements 

We now turn our attention to networks which 

are composed of "linear elements", i.e., of Mc- 

Culloch clements operating with low thresholds 

(9 * 1) and weak signals (/; « 1/(Af+ Afp) inan 
asynchronous network, or of Sherrington ele- 

ments (u +0) which perform algebraic summa- 
tion on their inputs. 

The formalism which handles the situation of 

an arbitrary number of interacting elements has 
completely been worked out by Hartline (1989) 
who showed ina series of brilltant experiments 

the mutual inhibitory action of proximate fibers 

ae rr erry nen me mm mn ee 8 | ee ee 
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Fig. 29. Stepwise development of a McCulloch- Pitts network that computes the “illusion of heat and cold". Bold lines 
represent added network elements (0-2. everywhere).



in the optic stalk of the horseshoe crab by tllum- 

inating various neighbors of a particular omma- 

tidium in the crab'’s compound eye. 

Consider wn linear elements e,, each of which 

is actively connected to all othera and to itself. 

We have a perfect connection matrix, all rows 

and columna being non-zero. Let pli) and u(t) 

represent response and external stimulus of ele- 

ment @; respectively and permit a certain frac- 

tion ay, of the response of element ¢; to contrib- 

ute to the stimulus of element e,. The response 

of element e; is under these circumstances 

clearly 

pil) = o(1) + ayy AC) +494 (2) +... + Aq alm) , (64) 

or in general for the jth element: 

n 

ply) = of) + b aj 0(1) , (65) 

where for simplicity o and p are expressed in 

the Same arbitrary units and where the coeffi- 

cients a,, form again a square matrix which we 

will call the numerical interaction matrix 

Ay* llaglln- (66) 

{n order to obtain a solution for the n unknowns 

p( Jj) intermas of all stimuli o(1), o(2),..., 0m), we 

first express all stimuli of /) in terms of thevar- 

inug responses p(l), (2),...,A(m). From (64) we 

have for u(1) 

o{1) = (1 - 41) p(t) - 44) p(2) - 09) p(3) eee 

or in general for the jth element 

n 

Af) = 25 saypli), (67) 
bal 

where the s,) form again a square matrix S, 
whith we will call the stimulua matrix 

Sy > i $4j Iln (68) 

with 

454 for t ri] ’ 
< 4 69 

(l-a,)) forts). (69) 
ry 

In the formalism of matrix algebra the n values 

for o as well as for p represent n-dimensional 

vectors (column matrices) and (67) can be for- 

mally represented by: 

a, «3S n (70) nPr- 

In order to find py, expressed in terms of a, 
one “simply” invertc the matrix S, and obtains 

Py * Sno, , (71) 
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which implies solving the m equations in (67) for 
the nm unknowns (1), (2),...,o(m). We Introduce 
the response matrix A,, defined by 

Ry = Nr iglls . Ss, , (72) 

Let |D| denote the characteristic determinant 
|sjj|, and Syj the product of (-1)/*J with the de- 
terminant obtained from |s14j| by striking out the 
ith row and fh column, chen the response matrix 
elements rj; are given by 

ry= 4, 

and we have the solution for the responses: 

(73) 

Pn ® Ry, - (74) 

Clearly, a solution for py, can be obtained only if 

the characteristic determinant D does not van- 

ish, otherwise all responses approach infinity, 

which implies that the system of interacting ele- 

ments is unstable. It ig important to note that 

stability is by no means guaranteed if the inter- 

actions are inhibitory, for the inhibition of an 

inhibition 18, of course, facilitation. 

The actual calculation of a response matrix, 

given the numerical interaction matrix, is an 

extremely cumbersome procedure that requires 

the calculation of n2 matrices, each of which de- 

mands the calculation of 1! products consisting 
of m factors each, that is n3-n! operations all 
together. Under these circumstances it is clear 

that manual computation can be carried out for 

only the most simple cases, while slightly more 

sophisticated situations must be handled by high 

speed digital computers; even they prove insuf- 

ficient if the number of elements goes beyond 
about, say, 50. However, the horseshoe crab 

performs these operations in a couple of milli- 
seconds by simultaneous parallei computation in 

the fibers of the optic tract. The Limulus' eye is 

- $0 to say ~ made for matrix inversion. 

In order to clarify procedures we give a sim- 

ple example of four elements ¢y, €9,¢3, eq which 
are thought to be placed at the four corners of a 

square labeled clockwise with ey in the NW cor- 
ner, We assume mutual interaction to take place 

between neighbors only, and all coefficients to 
be alike at a. The connection matrix for this 

configuration ts 

 



and the numerical interaction matrix 
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From this we obtain with eq. (69) the stimulus 

matrix 

  

ll 1 -a 

Yang ft 
‘4 * ij) 0 -a ’ 

ng 0 

which inverted gives the following response ma- 
trix: 

Nyaa? a 2at | 
ta 1-2a a 2a* | 

4 | 2a” a -2a2 a . 
a 2a2 a 1-20? 

The characteristic determinant is 

D=1-4a" 

with the two roots a = +}. Hence, the system be- 
comes unstable, whenever the interaction coefft- 

cient a approaches +3 (facilitation) or -§ (inhibi- 
tion). 

We are now in a position to write all re- 

sponses ( j) in terms of the stimuli o(). For the 

response of the first element we have 

D-p(l) = (1 -2a%)o, + G05 + 2a%o4 + @4 , 

the others are obtained by cyclic rotation of in- 
dices or directly from R,,. 

For uniform stimulation of all elements, o(¢) 
= 0, for all i, the uniform response is 

1 
Po *}-2a %0' 

which clearly depends upon the sign of the inter- 

action coefficient, giving increased or decreased 

responses for facilitation or inhibition respec- 
tively. 

lf uniform stimulation is maintained for e9, 

€3, €4 (09 =04 =04=9,), but element ¢ is stim- 

ulated by a () superposition of 0° (0) =0g+0°), 
and all stimuli and responses are expressed in 
terms of uniform stimulus and response we have 

A) 14 5,0 

Po % 

1 - 2a a 2a2 
1 * Thi , bo = b4* s7aq» 63 71.34 
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The quadratic terms for a in the numerator of 5) 
and by show clearly the effect of “double nega- 
tion" by "inhibition of inhibition”, for these 

terms are independent of the sign of a. 
As a final example we show the far-reaching 

influence of a local perturbation in a mixed net 
which consists of a linear array of quadrupoles 

as above with an inhibitory interaction coeffi- 

cient of a « -0.3, and where each quadrupole is 

actively connected to its neighbor on one side, 

but passively connected to its neighbor on the 

other side (see fig. 21). Elements which actively 

connect quadrupoles transmit their full response 
to their neighbors. A unit stimulus is applied to 

element €; in the first quadrupole only. The re- 
sulting response is plotted next to each element, 

the length of bars representing intensity. 

This example may again be taken as an in- 

Stance of the principle “action by contagion" 

| Ue OF STinuLES 
745 q— 

    

Fig. 21. Respunses in a mixed action-interaction net- 

work after a single stimulus is applied lo the NW ele- 

ment in the first interacting quadrupole.



whith we met earlier in a mixed interaction net 

fsea-urchin). In thia case, however, the local 

perturbation spreads in the form of 4 decaying 

oacillation. 

Che discussion of interaction in nets composed 

of discrete linear elements has shown thus far 

two serious deficiencies. The first defictency is 

Clearly the inaurmountable difficulty tn handling 

efficiently even simple net configurations. We 

shall see later that thia difficulty can be circum- 

vented at once, tf the individualtty of elements is 

dropped and only the activity of elements associ - 

ated with an infinitesimal region in space is 

luken into consideration. The powerful apparatus 

developed tn the theory of integral equations will 

take most of the burden tn establishing the re- 

sponse function, given a stimulus function and an 
interaction function, 

Che second deficiency becomes obvious if we 

huve to answer the question of where we loculize 

the operation that transmits "a certain fraction 
ajy" of the activity of element e; to element e;. 
fs this a property of the transmitting or of the 

receiving element? Clearly, our simple model of 

elements does not yet take care of this possibil- 

ity. However, at this stage of the development it 

ia irrelevant to decide whether we make trans- 

initter Or receiver responsible for the regulation 

af the amount of the transmitted agent (see fig. 

224). However, it 18 necessury to bestow on at 

least one of them the capacity to regulate the 

trangmitted agent. We decide to make the re- 

cetver responsible for thia operation, justifying 

this decision by the possibility of interpreting 

this reyulatory operation — at least for neural 

synaptic Contacts -- a8 the number of facilitatory 

ov lnhihifory synaptic junctions of a fiber that 

aViapses clement e; onto ey. Hence, for our 
present purposes we adopt a representation of 

our near elements (fig. 22b) which modifies the 

tiansinitted signul at their inputs according to 

the numerical value of the active connection co- 

etlicient ajj. Later, however, we shall see that 
both, tcangimitter and recelver define this coef- 

firrent. 

4.4, Active networks of discrete, linear elements 

We draw directly from our definitions for ac- 

thon nets and for the various operational modali- 

Ues of elements as discussed in earlier para- 

graphe;, however, we ahall introduce in this par- 

agraph for the first time some constraints on the 

spatial diatribution of elements. These con- 

straints will be tightened considerably while we 

proceed, 
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4.4.1. Linear elements 

Consider a set of n=2m linear elements, 

half of which are general receptors and the other 

half general effectors. A weak geometrical con- 
straint, which does not affect the generality of 

some of the following theorems but facilitates 
description, is to assume spatial separation of 

receptors and effectors. The locus of all general 
receptors, ¢1,, we shall call “transmitting layer" 
Ly, and the locus of all general effectors, e9;, 
(i,j = 1,2,3,...,m) the “collecting layer” Lo, 
regardless of the dimensionality of these loct, 

i.e., whether these elements are arranged ina 

one-dimensional array, on a two-dimensional 

surface, or in a speciftable volume. 

We consider the fraction of activity in element 

€,,; that is passed on to an element eg; as its 
partial atimulus a;; (4). The action coefficients 
for the m2 pairs define the numerical action ma- 

trix 

Am = laijlm- (75) 
With linear elements in the collector layer their 

responses are the algebraic sum of their partial 

stimult: 

m 
a j) = Day of) , (76) 

or in a matrix notation 

Pm =Am On - (77) 

Since this result is in complete analogy to in- 
teraction nets (eq. (74)) where the response ma- 
trix R, establishes the stimulus-response rela- 

tionship, we have the following theorem: 

Any stable interaction network composed of » 

elements can be represented by a functionally 
equivalent action network composed of 2) ele- 

ments (see fig. 23): 

Iraj lon = hag; Tin 

This result ts of significance insofar as it shows 

that two entirely different structures have pre- 

cisely the same stimulus-response characteris - 

tic. For example, Hartline's observation of in- 

hibitory interaction amongst the fibers in the op- 

tic stalk of the horseshoe crab can be explained 

equally well by an appropriate post-ommatidial 

auction net. It ts only the anatomical evidence of 
the absence of such nets which forces us to as- 

sume that interaction processes are responsible 

for the observed phenomena. 

The converse of the above theorem “for each 
action net there exists a functionally equivalent 

interaction net" is true only {f the characteristic 

determinant of the inverse of A, does not vanish.



  
(a) ) 
Fig. 22. Formal equivalence of localization of operations. 

| C 

  

    
  Y   

Fig. 23. Equivalenc. of action network with interaction network. 

We consider &+1 cascaded layers L; (#=0,1, 

..,) with the transmitting laver Lo the locus 
of receptors proper, and with all elements in 

layer Lj.4 acting upon all elements in layer L,;, 
their actions defined by an action matrix 4,,,;. 
The action performed by the receptors €,; on the 

ultimate effectors ép; is again (see eq. (3)) de- 
fined by the matrix product of all A,,,; 

k 
Cas (Ayn), Am2:- +>: Amb) | Amz. (78) 

Hence, we have the following theorem: 
Any cascaded network of a finite number of 

layers, each acting upon its follower with an ar- 
bitrary action matrix can be replaced by a func - 
tionally equivalent single action net with an ac- 

tion matrix 

k 
bale 2 7 ad): 
“ a ‘am i=l hare | mt ° (79) 

Again, gross structural differences may lead to 
indistinguishable performances.



We yweneralize our observation in Chapter 1, 
ey. (4) concerning the invariance of certain ac- 

tlon nets to cascading. An action matrix with all 

rows alike 

. 
aij . TB ’ 

and for which 

e ¢ 
8,21 

jer 4 
18 invariant to being cascaded. Let 

Am * lag lin» 
ob ,e 

[Aml” Am 
we have 

(80) 

4.5. Action networks of discrete, localized 

elements 

After these general remarks we tntroduce 

more stringent geometrical constraints. We now 

assume that elementa é,,; are not only traceable 
lo a cactain layer Ly, but alao that each element 

within one layer can be localized as to its pre- 

Clipe position in this layer (see fig. 24). We first 
consider only uction phenomena between ele- 

ments of two adjacent layers L; and Ly,1,, which, 
lor stmphicity, we may call Lp " and Lg. We sub- 
divide cach layer tnto lattice elements with ap- 

propriate dimensions Ax, Ay, AZ, and Ag, An, 

2C in Ly and Lg respectively, so as to be able 
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w accommodate tn each lattice element precise- 

ly one element ép; and e reapectively. For 

simplicity we shall assume the corresponding 

lattice dimensions in both layers to be alike Ax = 

AE, etc., because first, it does not infringe on 

the generality of the remarks we wish to make 

and, if there is indication to the contrary, it is 

not difficult tomatch the metric of the two layers 

Lp and Lq by appropriate transformations. 

We are now in a position to label each element 

in layers Ly and Lq according to the coordinates 
of the latttce element in which it resides. Let p 

and q represent the coordinate triple that locates 

the lattice elements in the respective layers. We 

have: 

p[ x.y, 2] =[x- 4%, y- Ay, 2-A2], 
(81) 

q(u,v,w] =(u-AE,u Anse de], 

where x, y, 2, 4, U, w are integers 0,+l,21,.... 

ft ia clear that for one-dimensional or two- 

dimensional layers the definitions for p and ¢ 

boil down to p(x], g{sj, and p{x,yj, g[u,u] re- 
spectively. And it is also clear that we may now 

drop the second index in the labeling of elements 

€pi and epj, for ep and eg suffices to identify 

each element, since p and q define the locus of 

its position. 
Again we wish to express the action exerted 

by element ep to element é€g. To this end we de- 

fine an “action function" Rip.) which specifies 

  

  

  

  

  

  

  

    
  

  
  
  

  

Fig. 24 Geometry in.an action network.



ior each pair lep. eq) the fraction of activity im 

vy, that is transmitted to e,. Of course, this ac- 

tion function may ugain be represented by an ac - 

on matrix K,,. However, with our knowledve of 
the, position of each element in both layers we 

may be able to associate the transmitted amount 

ot activity with certain geometrical relationships 

which exist between clements of the two layers. 

In other words, the » entries &., in the action 

matrix K,, may be all considered to be functions 
of the loci of the elements with which these en- 

tries are associated: 

Rog = Rpg 1 Vr 25, vi,w), (82) 

The assumed dependency o{ the transmitted 

activity on geometrical relationships justities 

the term action faction. On the other hand, this 

is precisely the kind of relationship which is al- 

luded to, if reference is made, say, to “cortical 
organization” or “organization of neural interac - 
tion”. It is, to a certain extent, the genetic pro- 
gram that produces anatomical-read "veometri- 
cal” - constraints which prohibit, within certain 
limits, arbitrary developments of conceivable 

structures, The noteworthy feature of eq. (82) is 
that it links activity with geometry, in other 

words. function with structure. 

Written out explicitly in terms of stimulus 

and response, the action function uppears under 

the triple sum taken over all elernents in the 

transmission layer Ly; 

plu, u,w) = LU UK xyz, uvw) o( xyz). (83) 

A discussion of the general properties of 

K(’,q) goes beyond the scope of this article (In- 
selberg and Von Foerster, 1962; Von Foerster, 
1962; Taylor, 1962). However, there is no need 

to yo to extremes if the simple assumetions 

about prevailing geometry will suffice to show 

the Significance of these concepts. Consequently, 

we are going to introduce further geometrical 
constraints. 

Periodicity in structure is. as was Suggested 
earlier, a ubiquitous feature in orcanic nets. We 

define a periodic action function with orders Xp, 

No, 29 to be an action function which 1s invariant 
to translations of whole muttiples of these peri- 

ods: 

Kix - Xp; Vw ve I¥g3 ir RZ; le ity) L No: ws kz.) 

(34) . = Alyyv2,uuw). 

1,J,R=O0,41.22,.... 

Cleariy, a network with such uw periodic action 
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function produces outputs in Ly that are invari- 
ant to any sQmulus distribution which is trans - 

luted with same periodicity X56, Vg, <9. 

In order tn nave response invariance to stim- 

uiuS translation everywhere along the receptor 

set La ‘we muSt have: 

Jo = ay ’ (85) 

From this we may draw several interesting con- 
clusions. First, the action functions so gener- 

ated ure independent of positton, for the smallest 
interval over which they can be shifted is pre- 

cisely tne order of their period. Second, under 

the conditions of translatory invariance the ac- 

tion functions reduce to sole functions of the dif- 

ference of the coordinates which localize the two 

connected elements in their respective layers: 

Xqg 2 AX, Zo 7 42. 

Alp,qi = a), (86) 

where J is a vector with components 

d= ((x-&),(y-m), (2-0). (87) 

We introduce symmetric, anti-symmetric and 

Spherically symmetric action functions which 

have the following properties respectively: 

K,(-4) = KA). (88) 

K,(-4) = -Ky(45), (89) 

Ky(4) = K,(4). (90) 

It is easy [> imagine the kind of abstractions 

these action functions perform on the set of all 

stimuli which are presented to the receptor set 
in Lp, if we assume for a moment that both 

layers, Lp and Lg, are planes. Ciearly, in all 

cases the respenses in the effectof set are in- 

variant to all translations of any stimulus distri- 

bution ("pattern") in the receptor set. Moreover. 
Kg gives invariance to reversals of stimuli 
symmetric to axes y=0 and «=0 (e.g., 3 into 
€, or M into 1), while A, gives invariance to 
reversals of stimull symmetric to v 27% (e.g... 

~ into S; and > into V). Finally, action function 

Ky gives invariance to all stimulus rotations as 

well as translations (i.e., some reversals as 

above pius. e.g., Ninto Z). The planes of sym- 

metry in three dimensions which correspond tc 

the lines tn two dimensions are cleariv the three 

planes defined bv the axes vy. yz, 2%, in the 

first case. and, in the second case. the three 

planes defined by the six orivin-centered diagn- 

nals that cut through the three pairs of opposite 

squares inthe nnit cube. 

Although for analytic purposes the action 

junction has desirable properties, from an ex- 

perimenta: point of view it is by no means con-



vertent. In order to establish in oan actual case 

the vaction function of, say, clement vp mothe re- 

Ceplor set. itis necessary to keep punt this cle- 

meut astimulaed while geaurching with a micro- 

probe Chougn all fibers of a higher nucleus to 

piek those that are activated by ep. Since this is 
obviously an almost tinposaible task, the proce- 

dure is usually reversed. One enters . particu- 

lar fiber e, of a higher nucleus, and establishes. 
by stimulation of elements c,, which one of 

these activates ep. In this way it is the receptor 
field which is established, rather than the action 

tteld. However, considering the geometrical con- 

straints 80 lar introduced, tt 139 easy to See that, 

with the exception of the antt-symmetric action 

function, action tunction A(p,q) and "receptor 

tunction” G(q, Pp) ace identical: 

Gg = hy , 

CG. 3 A, ' 

Ga = “Ky . (91) 

For more relaxed peometrical constraints the 

expressions relating receptor function and action 

function muy be more complex, but are always 

easy tO establish. 

{€ may have been noticed that a variety of 

structural properties of networks have been dis- 

cussed without any reference to a particular ac - 

tlow tugetion, Although the actual computational 

labor tuvolved to obtain stimulus -response rela- 

lone Alps in action nets is far less than in inter- 
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action nets, the machinery ts still clumsy if nets 
are of appreciable sophistication. 

Instead of demonstrating this clumsiness in 

some examples, we postpone the discussion of 

such nets. {n the next paragraph the appropriate 

muthematicul apparatus to bypass this clumsi- 

neas will be developed. Presently, however, we 

will pick an extremely simple action net, and 

explore to a full extent the conceptual machinery 

so far presented with the inclusion of various 

examples of operation mudalities of the net- 
work's constituents. 

Exampie: Bimumial action frnction 
Fig. 25a represents our choice. It 18 a one- 

dimensional pertodic action net with unit perio- 
dicitv, its predominant feature being lateral in- 

hibition. The universal action function and re- 

ceptor function of this network are quickly found 

by ingpect.on and are drawn in tig. 25b and c re- 

spectively. Obviously, these functions are sym- 

metric, hence 

Gy(q. p) = Ky(p,q) = Kyle -u) = Kyla) 

=(-1)9(.2 | 
= (-1) (ea) ’ 

i.e, 

-1, 2-1, 
Ky(a) 24-2, s= 0, 

-1, 42-1, 

everywhere else Ky = Q. 

  
\C) 

One dimensional pe code wcllon tel Lig 24 Netwock (4b action funetion (to 

a) (2) 
receptor function (c): equivalent two- 

Input element oefwoth (Yo ov mbolte representation (el.



The equivalent net with McCulloch elements 

having only two inputs is given in fig. 25d. In fig. 

25e its equivaient 18 symbolized in purely Ingical 
terms. The index 1 in Gj] and Kj is adopted to 
discriminate this receptor and action function 

from a general class of such functions, K,,, the 
so-called mth order binomial action function: 

am 

m+a/’ Km = (-1)9 ( (92) 

4 20,#£1,42,...,2m, 

These arise from cascading binomial action nets 
mtimes, as suggested in fig. 26: 

+1, 42-2, 

“4, A2-l, 

+6, A= 0, 

4, Aeel, 

+1, 3242. 

Ky = (-0° (73) ° 

(i) Sherrington element 
In order to obtain stimulus response relation- 

ship in the network of fig. 25 we have to specify 
the operational modality of the elements. First 

we assume a strictly linear model (Sherrtngton 
element). Let o{x) and p(u) be stimulus and re- 
sponse at points x and « respectively. We have 

P(t) = 2o(x) - a(x - Ax) - ofx+ dx). 

Expanding g around x we obtain: 

2 
Ox x dx) 2 ofr) t Sav +t F ay 

* 2 ax? 

which, inserted above, gives 

Fig. 26. Cascading of binomial 
action function of mth function of 

(m+ 1)th order. 
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Neglecting fourth order and higher terms, this 

lateral inhibition net extracts everywhere the 

second derivative of the stimulus distribution. It 

can easily be shown that the mth binomial action 

functions will extract the 2th derivative of the 

stimulus. In other words, for uniform stimulus, 

strong or weak, Stationary or oscillating, these 

nets will not respond. However, this could have 

been seen by the structure of their binomial ac- 
tion function, since 

~ 2m 2 (1) ( =0. 
-m m+. 

(ii) McCulloch element; asynchronism 
We change the modus operand: of our ele- 

ments, adopt a McCulloch element with unit 

threshold (9 = 1), and operate the net asynchro- 
nously. We ask for the output frequency of each 

effector element, given the stimulus distribution. 

For simplicity, we write our equations tn terms 

of the ON probability p of the elements. With 
numbers 1, 2,3, we label the afferent fibers in 

the receptor field (see fig. 25c). The truth table 
is easily established, giving an output ON for in- 

put states (010), (011) and (110) only. The sur- 

viving Bernoulli products (eq. (25)) are: 

P = (1-Py)pa(l -b4) + Pybgll -23) + (1-2 )Pobs . 

which yields: 

b =o - PyPops - 

Uniform stimulation, i.e., )y =pg =p 3 =Pg, pro- 
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tig. 27. Tranater function of uw McCulloch formal neu- 

fon net when operated aaynachronoualy. (a) lateral in- 

hibiting network. (bb) luteral facilitating network, 

2 6 6 

duces a “leakage” frequency 

Puni * Po - ps , 

which disappears for strong stimulation (see 

fig. 274 bold line). With either element (1) or (3) 

QEFF, te, with an “edge” in the stimulus field, 

we have 

Pedy = Po. 

the difference between these frequencies Af is, 

of course, an indication of detection sensitivity. 

Inspection of fig. 274 shows that this element is 

a poor edge detector in the dark, but does very 

well in bright light. 

lt amtyht be worthwhile to wote that a reversed 

action funetion (1; -252) with lateral facilitation 

hag twO operational modes, one of them with 

considerable sensitivity for low intensities (fig. 

27b). A slight nystagmus with an amplitude of 

one element switches between these two modes, 

and thus rep.esents an edge detector superior to 

the one with lateral inhibition. 
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(iit) McCulloch element; synchronism 

We {finally change the modus operandi of our 

net to synchronous operation with McCulloch ele- 

ment (0 = 1). Clearly, for uniform stimulus dis - 
tribution, strong or weak, steady or flicker, all 
effectors will be silent; the net shows no re- 
sponse. Nevertheless, an edge will be readily 

observed. 

However, a net incorporating much simpler 

elements will suffice. A McCulloch element with 
only two inputs computing the logical function 

"either A or B" (see function No. 6, table 1) 
clearly computes an “edge”. This function rep- 
resents again a symmetric action function. 

Asymmetry may be introduced by choosing a 

McCulloch element that computes, say, function 
No. 2: "A only". A net incorporating this ele- 
ment tn layer L, ts given in fig. 28a. The result 

is, of course, the detection of an asymmetric 

stimulus property, the presence ofa "right hand 

edge”. Hence, in order to detect directionality 

in the stimulus field the net must mirror this 

directionality in the connectivity of its structure 

Or in the operation of its elements. Utilizing 

synaptic delays that occur in layer L) we have 

attached a second layer Ly that computes in D 

the function “C only". Consequently, layer Lo 

detects right edges moving to the right. While C 

computes the presence of a right hand edge D 

will be silent, because the presence of a right 
edge implies a stimulated B which, simultaneous 

with an active C, gives an inactive D. Similarly, 

a left edge will leave D inactive; but C is inac- 

tive during the presence of a left edge. However, 

D will be active at once if we move the right 

hand edge of an obstruction to the right. Under 

these circumstances the synaptic delay in C will 
cause C to report stil! a right hand edge to D, 

while B is already without excitation. Of course, 
movements to tne left remain unnoticed by this 

net. The equivalent net using the appropriate 

McCulloch formal neurons is given in fig. 28b. 

Thanks to the remarkable advances in experi- 

mental neurophysiology, in numerous cases the 

existence of abstracting cascaded action net- 

works in sensory pathways has been demon- 

strated. [n their now classic paper “What the 

frog's eye tells the frog's brain” Letvvin et al. 
(1959) summed up their findings: “The output 
trom the retina of the frog is a set of four dis- 
tributed operations on the visual tmage. These 

Operations are independent of the level of general 

illimunation and express the image in terms of: 

(1) local sharp edges and contrast; (2) the curva- 
ture of edge of a dark object; (3) the movement 
of edges; and (4) the local dtmmings produced by
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Fig. 28. Net detecting right hand edges, and right hand 
edges moving to the right (a). Formal presentation. 

(b) Simplest equivalent neural net. 

movement or rapid general darkening”. 
To these properties Maturana (1962) adds a 

few more in the eye of the pigeon. Here anti- 
symmetric action functions produce strong dt- 
rectionalities. There are fibers that report hori- 

zontal edges, but only when they move. A verti- 

cal edge is detected whether it is moving or not. 
A careful analysis of the receptor function ({q,)) 
in the visual system in cats and monkeys has 

been carried out by Hubel (1962); Mountcastle et 
al. (1962) explored the complicated transforma- 
tions of multilayer mixed action-interaction net- 

works as they occur at the thalamic relay nu- 

cleus with the somatic system as input. 

3.7. Action networks of cell assemblies 
Sholl (1956) estimates the mean density V of 

neurons in the human cortex at about 10‘ neu- 

rons per cubic centimeter, although this number 

may vary considerably from region to region. 

This density implies a mean distance / from neu- 
ron to neuron. 

1 

[= (0) 9 251073 em 
or approximately 50 u. This distance corre- 
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sponds, of course, to the lattice constants Ax, 

Sy, 2, etc. in the previous paragraph and gives 

the elementary lattice cell a volume of AxdyaAz 

= 10-7 cm3. Even with the best equipment avail- 

able today we cannot reproducibly attain a given 

point in the brain within this range. Consequent- 

ly, our cell by cel! approach describes a highly 
idealistic situation, and the question arises as to 

whether or not some of the earlier concepts can 

be saved if we wish to apply them to a much 

more realistic situation. 

Let us assume optimistically that one is able 
to locate a certain point in the living cortex with- 

in, say 0.5 mm = 500 u. This defines a volume of 
uncertainty which contains approximately a thou- 

sand neurons. This number, on the other hand, 

is large enough to give negligible fluctuations in 
the total activity, so we are justified in trans- 
lating our previous concepts, which apply to in- 

dividual elements ej, ej as, e.g., stimulus of#), 
response o(f), into a formalism that permits us 
to deal with assemblies of elements rather than 

with individuals. Moreover, as long as these 
elements connect with other elements over a 

distance appreciably larger than the uncertainty 

of its determination, and there is a considerable 

fraction of cortical neurons fulfilling this condi- 

tion, we are still able to utilize the geometrical 

concepts as before. To this end we drop the cel- 

lular individuality and refer only to the activity 

of cell assemblies localizable within a certain 

volume. 

In analogy to the concept of “number density” 
of neurons, i.e., the number of neurons per unit 
volume at a certain point (xyz) in the brain, we 
define “stimulus density" o(xyz) in terms of ac- 
tivity per unit volume as the total activity S 
measured in a certain volume, when this volume 
shrinks around the point (xyz) to "arbitrary" 
small dimensions: 

S _ das 
o(xyz) = yy aV- (93) 

Similarly, we have for the response density at 

(uvw): 

R aR 
p(uvw) = um v “a7 (94) 

if R stands for the total response activity in a 

macroscopic region. 

We wish to express the action exerted by the 

stimulus activity around some point ina trans- 

mitting “layer” Ly on to a point in a receiving 
layer Ly. In analogy to our previous considera- 

tions we may formally introduce a “distributed



action function* A(vy2,avw) which defines the 

incremental contribution to the response density 

dp(avew) from the stimulus activity that prevails 

In an incremental volume dV) around 4 point 
(aye) in the tranamiutting layer. Thia activity is, 

with our definition of stimulus density (xyz) 

dV,. Consequently 

dp(uvw) = K(xy2,uvw) o(xyz) dV, . (95) 

{in other words, AK expresses the fraction per unit 

volume of the activity around point (xyz) that 

contributes to the response at (uvw). The total 

response elictted at point (“vw) from all regions 
in layer 1.) 1s clearly the summation of all in- 

cremental contributions, if we assume that all 

cells around (sew) are linear elements. Hence, 

we have 

p(uvw) 3 | K(xyz, uuw) ofxyz) dv, , 
V 

1 

(96) 

where 1{’;, the subscript to the integral sign, in- 

dicates that the integration hag to be carried out 

over the whole volume V, representing the ex- 

tension of layer Ly. 
With this expression we have arrived at the 

desired relation that gives the reaponse density 

al any point in Lg for any stimulus density dis- 

tribution in layer Ly, if the distributed action 

function A is specified. 

in order to make any suggestions as to the 

  
Fig 29 Depurture of fibers in the transmitting layer 

of an action network of cell aasemblies 
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form of this distributed action function, it is 

necessary to enliven the formalism used so far 

with phystologically tangible concepts. This we 

shall do presently. At the moment we adopt some 

simplifying notations. First, we may in various 

instances refer to cell assemblies distributed 

along surfaces (A) or along linea (D). In these 
cases we shall not change symbols for o andp, 

although all densities refer in these cases to 
units of length. This may be permissible because 

the units will be clear from context. Second, we 
shall adopt for the discussion of generalities 

vector representation for the localization of our 
points of interest and introduce the point vector 

r. Discrimination of layers will be done by sub- 

scripts. We have the following correspondences: 

transmitting “layer”: x, y, 2; ry; Dy; Ays Vo; 

collecting “layer”: u, Vv, Ww; £9; Dg; Ag; Vo. 

The physiological significance of the distrib- 

__ FROA 

  

(b) 

  
Fig. JU Arrival of fibers at the target Laver of an ac- 

tion network of cell assemblies. 

xy



uted action function K(r),f9) will become evident 
with the aid of figs. 29 and 30. Fig. 29a — or 29b - 
shows a linear array of neurons in a small in- 
terval of length dx about a point x in layer L). 
These neurons give rise to a number of axons 
Ny, some of which, say, Ny(u,), are destined to 
contact in the collecting layer Lg with elements 
located in the vicinity of #); others, say, Vy(u9), 
will make contact with elements located at u9, 
and so on: 

NY My ) 

We shall define a “distribution function” 

A(x, u;) which is simply that fraction of all the 
fibers that emerge from x and terminate at %;: 

Ny (uz) 
h(x, u ) = é N, 

  

or 

Nyluj) 2 R(x, uy) Ny . (97) 

Clearly, if we take the summation over’ all 

targets u; reached by fibers emerging from +x, 
we must obtain all fibers emerging from x: 

Ny= OU Nylu;) = OS (x, uNy = Ny Ls B(x, t;), 
alli alls alle 

or, after cancellation of Ny on both sides: 

1s D h(x, u;) . 

all 7 

If we consider now infinitesimal targets of 
length du, the above summation takes on the 
form of an integral 

; 
Mx,u) duel. (98) 

This suggests that &({x,u)dx may be interpreted 
ag the probability for a fiber which originates at 
x will terminate within an interval of length dz in 
the vicinity of «. Consequently, one interpreta- 
tion of A{x,u) is a “probability density function”. 

With this observation we may derive an ex- 

pression for the contribution of region x to the 
fiber number density of region u. The corre- 
sponding fiber number densities are clearly de- 
fined by 
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dN - av = oy n(t) . 
dz 

Since m(x)dx fibers all together emerge from 
an interval of length dx in the vicinity of x, their 
contribution to the number of fibers in the inter - 
val du at wis: 

d2N (ua) = (x, uddu [n(x)dx] (99) 

with d2 indicating that this is an tnfinttesimal 
expression of second order (an infinitesimal 
amount of an infinitesimal amount. Compare with 

n(x) and 

  

eq. (97), its finite counterpart). Dividing in 
eq. (99) both sides by du we note that 

2 
QUN dw) dN 

du d(o), = dnx( us) (100) 

ig the contribution of x to the number density of 

fibers at point u. Using eqs. (99), (100), we can 
now express the desired relation between source 

and target densities by 

dn(u) = R(x, u)n(x)dex , (101) 

From this point of view, % represents a map- 

ping function that defines the amount of conver - 
gence or divergence of fiber bundles leaving the 
vicinity of point x and destined to arrive in the 

vicinity of point «~ Clearly, & represents an im- 
portant structural property of the network. 

For the present discussion it is irrelevant 

whether certain neurons around x are the donors 

for elements around u, or whether we assume 
that after axonal bifurcation some branches are 
destined to contact elements around x. In both 
cases we obtain the same expression for the 

fractional contribution from x and u (compare 
figs. 29a and b). 

If we pass over each fiber an average amount 
3 of activity, we obtain the stimulus which is 
funneled from x to u by multiplying eq. (101) with 

this amount: ° 

Fdn(u) = dolu) = k(x, u)o(x)dx , (102) 

because 

5n(x) = o(x) , Sn(u) = oft) . (103) 

If the fractional stimulus density do(u) at the 
target were translated directly into response 

density, we would have 

o(u) = p(x) . 

However, this is not true, for the arriving fibers 

will synapse with the target neurons in a variety 

of ways (fig. 30). Consequently, the resulting re-



sponse will depend upon the kind and strength of 

Ihese Synaptic junctions which again may be « 

funetlon of source and target points, Tu accom 

meodkete this observation we introduce a local 

transter function a(v,cc), that relates arriving 

stimulus with local response 

dp(u) = «(x,u) dolu). (104) 

With the aid of eq. (102) we are now in a pogition 
tO relate stimulua density in the source area to 

reaponse density in the target area: 

dp() = a(x, a) R(x, ut) ole) dx. (104) 

Clearly. the product of the two functions «x and F 
cun be combined to define one “action function” 

A(x, 4) 2 xlx,ae) R(X) , (106) 

and eq. (105) reduces simply to 

dp (iu) = K(x, 1) o(v) dx , (107) 

Comparison of this equation with our earlier ex- 

pression for the stimulus-response relationship 

(eq. (95)) shows un exact correspondence, eq. 
(107) representing the x-portion of the volume 

representauion in eq. (95). 
With this analysis we have gained the impor- 

tant Insight that action functions - and ciearly 

alao tateraction functLons — are composed of two 

patty, A structural part A(ry),r9) defines the ge- 

omelby of counecthiy pathways, and a functional 

part a(ey.fy) defines the operational modalities 
of te elements involved. The possibility of sub- 
dividing the action function into two clearly sep- 

arable parts introduces a welcome constraint 

into an otherwise unmanageable number of pos- 

Stdilittes, 

We shall demonstrate the workings of the 

inathematical and conceptual machinery so far 
developed on three simple, but perhaps not triv- 

ial, examples, 

(t) (deal one-to-one mapping 

Assume two widely extending, but closely 

spaced, parallel surfaces, representing layers 

L, and Ly. Perspendicutar to Ly» emerge parallel 

fibers which synapse with thetr corresponding 

elementS in La without error and without devia - 

tion. In this case the mapping fiinction F& is sim- 

ply Dirac's Delta Function * 

h(f:. 9) * 62(ry -FQ), 

Vhe exponent in 6 indicates the timenstonality of the 
inantiold constilered Here it ta twoedimenbiunal, 
hence 
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bv = 45) = 0 for x#x, 
2 for xex, 

und 

a 

J} S(x-x_) deel. 
~@ 

For simplicity, let us assume that the transfer 

function « ig a eonstant a. Hence 

K(ry,£9) * as? (r; -9) . 

and, after eq. (96): 

62(r) - fq) O(f) dAy * ao(r;) . p(r9) =a f 

Lp 

AS was to be expected, in this simple case the 

response is a precise replica of the stimulus, 
multiplied by some proportionality constant. 

(ii) Ideal mapping with perturbation 

Assume we have the same layers as before, 

with the same growth program for [iber descend- 

ing upon Lg, but this time the layers are thought 

to be much further apart. Consequently, we may 

expect the fibers to be affected by random per- 

turbations, and a fiber bunale leaving at ry and 
destined for ro = ry will be scattered according to 
anormal (Gaussian) distribution. Hence, we have 

for the mapping function 

Wry, rg) = 12h? exp(-s2 2h°) 
with 

a2 = Fy - ro 2 

and jt representing the variance of the distribu- 
tion. 

Assume furthermore that the probability dis- 

tribution for facilitatory and inhibitory contacts 

ure not alike, and let « be a constant for either 

kind. The action function is now: 

A(ry, 2) = K(a2) 

= a) exp(-a? /2H9) - a9 exp(-a?, 2/8) . 

The stimulus-response relation is 

plrg) = | K(a*) (ry) dAy . 
Ly 

For a uniform stimulus distribution 

=O), 

p(r2) = constant = 2nag(a, he - fy 8) , 

and tf ay ht = a, I ;



Tlay! 
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fo \ a neal 

then 
p=0. 

As one may recall, the interesting feature of 

giving zero-response to finite stimuli! was ob- 

tained earlier for discrete action functions of the 

binomial form. A similar result for the Gausstan 

distribution should therefore not be surprising. 

if one realizes that the continuous Caussian dis- 
tribution emerges from a limit operation on the 
binomial distribution. What are the abstracting 

properties of this net with a random normal fiber 

distribution ? 
Fig. 31 represents the response activity for a 

Stimulus in the form of a uniformly tlluminated 

square. Clearly, this network operates asa a 
computer of contours. It may be noted that the 

structure of this useful network arose from ran- 
dom perturbation. However, there was an origi- 

nal growth program, namely, to grow in parallel 

bundles. Genetically, this is not too difficult to 

achieve; it says: "Repeat*. However, such a net 
is of little value, as we have just seen. It is only 
when noise is introduced into the program that 

the net acquires its useful properties. It may be 

mentioned that this net works Dest when the 

zero-response condition is fulfilled. This, how- 

ever, requires adaptation. 

(iii) Mapping into a perpendicular plane 
The previous two examples considered action 

functions with spherical symmetry. We _ shall 

now explore the properties of an action function 

of type K, with lateral symmetry. Such an action 

    
Fig. 31. Response distribution eli- 

ented by a uniform stimulus confined 

to a square. Contour detection {s the 

consequence of a distributed action 

function obtained by superposition of 

a facilitatory and inhibitory Gaussa:an 
distribution. 

  

Fig. 32. Geometrical relationship between layers of 
neurons with perpendicular orlentation of their axes. 

function may arise in the following way (see 

fig. 32): 
Assume again two surfaces layers, Ly,lq 

where in Ly all neurons are aligned in parallel 

with their axis of symmetry perpendicular to the 

layer's surface, while in Lg they are also in 
parallel, but with their axis of symmetry Iving 

in the surface of Lq: 

We consider pyramidal neurons and represent 

them by spheres. We let the North pole (+) coin- 
cide with basal axonal departure and the South 

pole (-) with the upper branchings of apical den- 
drites. The perikaryon is central. This spherical 

dipole assumes physiological significance if we 

associate with the neuron's structural difference 
when seen from north or from south different



probublhities for the establishment of faciittatory 

or innibitory synapses. For simplicity we as- 

sume that for an afferent fiber the probability of 

making facilitatory or inhibitory connection is 

directly proportional to the projected urcus of 

northern and southern hemisphere respectively, 

seen by thia fiber when approaching the neuron. 

Hence, a {iber approaching along the equatorial 

plane has a 50-50 chance to either inhibit or fa- 

cilitate. A fiber deacending upon the South Pole 

inhibits with certainty. Let there be two hinds of 

fibers descending from Lp to Lag. The first kind 

tuape with « Dirac delta function the activity of 

Ip into Ly- 

hy() = 8(d). 
l.et kg, the mapping function of the second kind, 

be any spherical symmetric function that con- 

verges: 

j ky(a7)aay = constant , 

by 

for inatance, a normal distribution function. The 

associated local transfer function x9, however, 

is AOL spherical symmetric because of the lateral 

symmetry ot the probability of (£) connections. 
Simple peometrical considerattons (fig. 33) show 

that ko 18 of the form 

ag(ry.£Q) = acos¢, 

where | ta the angle between A and tue N-S axis 

of elements. 

The action fuaction of the network is 

K(A) = a6(A) by (a2) cos @ , 
and the respotuse density for a given stimulus: 

Mr) - tb { 4(3) ko (a?) cos & o(ry) aA . 

L 

Wil does this system compute ? 

ts usefulness becomes Obvious if we assume 

(hat the sttimufus of La igs a contour that has been 

computed ia Ly from a preceding network say, 

Lay, Lp. On behalf of the 6-function this contour, 

and nothing else, maps from Ly into Ly. Take, 

for instance, a straight line with uniform inten- 

sity 9, to be the stimulus for La (see fig. 34), 

dince two pots symmetrical to any point on this 

line contribute 

akgd,(cos p+ cos( hdd - «)) dA} +0, 

because 

cos) = -cos(l&o-%) , 

62 

    
Fig. 33. Geometrical relationship between elements of 

two lavers. View from the tup. 

  
tig. $4 Ingensitivily of antisy mmetrical action net to 

straight lines.



a Straight 

however, 

Curvature, 

net-response 

line gives no response. 

iS reported. [he total 

R=! plrg} dAg 
Lo 

vanishes for bilateral symmetrical figures with 

their axis of symmetry parallel to the orienta- 

tion of elements in La However, when turned 

away from this position, R40 (see fig. 35). 

  
Fig. 35. Responses of antisymmetrical action net to 

figures with bilateral symmetry. 

4.8. Interaction networks of cell assemblies 
We consider the case where connections be- 

tween all elements in the network appear freely 
and a separation into layers of purely-transmit- 

ting and purely-receiving elements is impossi- 

ble. When all return connections between inter- 

connected elements are cut, the system reduces 

to an action network. Clearly, we are dealing 
here with the more general case and conSequent- 
ly have to be prepared for results that do not 

yield as easily as in the previous case. However, 

the methods and concepts developed in the pre- 

vious section are immediately applicable to our 

present situation. 
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Fig. 36. Geometry in an interaction network 

assemblies. 
of veil 

Fig. 36 sketches a iarge interaction network, 

confined to volume V, in which a certain portion 

has been cut away in order to make clear the 

geometrical situation. We fix our attention on 
elements in the viciaity of point ry and determine 
the contribution to their stimulation from other 

regions of the network. We consider in par- 

ticular the contribution to rg from the activity 
around point r;. We proceed precisely as before 

(see eq. (95)) and write 

dp(ro) = Al(ry,r9) p(ry) al’, (103) 

where K, the distributed interaction functi 2, 

defines again the fraction per unit volume of the 
activity prevailing around point r) that is trans- 

mitted to point ro, and p{r;)dW is clearly the ac- 
tivity of elements in the vicinity of point ry. 

Of course, the same physiological interpre- 

tation that has been given to the action function 

is applicable to the interaction function, except 

that properties of symmetry refer to symmetry 

of exchanges of stimulation between two points. 

In other words, A(r),2) and Alrg,ry) describe 
the proportions that are transmitted from ry, to 

fg, and back from rg to ry, respectively. These 

proportions mnay not necessarily be the same.



fin acketition lo the stimult contributed by ele- 

hientts OL its Own network, each eiement may, OF 

tusy NOt, cecelve stimulation trom Cibers de- 

scending upnn this network from other systems 

that do not receive fibers from the network under 

consideration. We denote the elementury stimu- 

lution #0 contributed to rg by dolrg). It is, of 

course, nO restriction tO assume that these 

hibers stent from another network, say Vo, that 
functions aa@ action network on to our system. In 

this case do(rg) may be directly replaced by 

apirs) of eq. (95), nolny, however, that the action 

fugection in this expreasion haus to be changed in- 

to, say, Alfy, fy), where Fo indicates positions 
of elements in thia donor system. With dotro) 
representing a stimulus from external sources 

Io elements around f9 of our network we have 

for the total elementary stimulus at ro: 

dp(ry) = do(rg) « Kiry, Fg) Alry) dV , (109) 

whieh summed over the entire volume |’ gives 

the destied stimulua-response relationship for 

4uy pOint in Unie volume: 

pra) = arg) - i K(ey,rg) ply) dV. (110) 

This equation cannot be readily solved by in- 

tegration, unlike the case tor auction networks, 

becuuse here the unknown quantity Pp appears not 

only explicitly on the left-hand side of this equa- 

tion, but also implicitly within the integral. EBx- 
pressions of this type are culled integral equa- 
tinne und (110) above belongs to the clasa of in- 

tegral equations of the second kind. The function 
K(r\,fg) 14 usually referred to as the "kernel", 
and methods of solution are known, if the kernel 

possesses certain properties, 
lt is furtunate that a general solution for ey. 

(110) can be obtained (Inselberg and Von Foer - 

ater, 1962, p. 32) if the kernel A (a a function of 

nly the distance between points ry and v4: 

K(ey, ra) = K(ry- 69) = A(d) , (111) 

where Jd stands again (see eq. (86)) for the vector 
expressing this distance. These kernels repre- 

sent precisely the kind of interaction function we 

wish to consider, for tt is thie property that 

Makes the computationa in the network invariant 

tO stimulus translations (see eq. (85)). 

The general solution for reaponse, yiven ex- 

plicitly in terms of stimulus and interaction 

function, 18, for the v-component: 

_ 7® F (4) 
p(x) = 19" | 3 . “1X . 1. ar F,(u) e du , (112) 

where F, and Fe are the Fourier transforms of 
stimulus distribution o and interaction function K 
respectively: 

F(a) © ANOn f  ofxy ede, (113a) 

Py(u) = 1V%e f Kihatheat, — (113b) 

with ¢ representing the x component of the dis- 
tance und i the imaginary unit 

pav-l, (114) 

The expressions are valid for the other compo- 

nents, mutatis mutandis. 
With respect to these results two comments 

are in order. First, one should observe the anal- 

ogy of eq. (110) with the result obtained in the 

case of interaction of individually distinguishable 

elements (eq. (65)). 

feady, 

r 

As) soy) + 2 ay wy, (65) 
jz 

where summation over the activity of individual 

elements and the interaction coefficients a;; cor- 
respond to integration and interaction function in 

(110) respectively. However, the cumbersome 
matrix inversions as suggested in eqs. (66! to 
(74) disappear, because the Fourier transforms 
tn eqa. (112) and (113) perform these inversions 
—80 to aay-— in one stroke. Thus, a general study 
of network structures will have to proceed along 

the lines suggested here, otherwise sheer ma- 

nipulatory efforts may attenuate the enthusiasm 

for exploring some worthwhile possibilities. 

The other comment refers to our earlier ob- 

servation of the functional equivalence of dis- 

crete action and interaction nets ‘see fic. 23). 

The question arises whether or not an action net- 

work can be found that has precisely the same 

stimulus-response characteyistic as a given in- 

teraction network of cell assemblies. It is not 

insignificant that this question can be answered 

in the affirmative. Indeed, it can be shown that 

a functional equivalent action net with action 

function A(t) can be generated from a given in- 

teraction net w.th interaction function A(t) by the 

Fourier transform 

A(t) 21/.27 J ___1l -itu 11 i.e Fu)" du. (115) 

These transforms are extensively tabulated 

(Magnus and Oberhettinger, 1949) and permit one



to establish quickiy the desired relationships. 

Since the same performance can be produced 

by two entirely different structural systems one 

may wonder what is Nature's preferred way of 

accomplishing these performances: by action or 
by interaction networks? This question can, how- 
ever, be answered only from an ontogenetic point 
of view. Since the “easy” way to solve a particu- 
lar problem is to use most of what is already 

available, during evolution the development of 
complex net structures of either kind may have 
arisen out of a primitive nucieus that had a slight 

preference for developing in one of these direc- 

tions. Nevertheless, there are the two principles 

of “action at a distance” and “action by conta- 
gion”, where the former may be employed when 

it comes to highly specified, localized activity, 
while the latter is effective for alerting a whole 
system and swinging it into action. The appro- 

priate networks which easily accommodate these 

functions are obvious, although the equivalence 

principle may reverse the situation. 

Examples 
(i) Gaussian, lateral inhibition 

We give as a simple example an interaction 

net that produces highly localized responses for 

not-well-defined stimuli. Consider a linear net- 

work with purely inhibitory interaction in the 

form of a normal distribution: 

K(A) © K(x - x9) ~ exp[-p(x1 -x9)*) . 
As a physiological example one may suggest the 
mutually inhibiting action in the nerve net at- 

tached to the basilar membrane which ts as- 

sumed to be responsible for the sharp locatiza- 
tion of frequencies on it. 

Suppose the stimulus — in this case the dis- 

placement of the basilar membrane as a function 

of distance x from its basal end- is expressed in 
terms of a Fourier series 

O(x) = dy + Da; sin(2zix/a) + Db; cos(2zix/a) , 

320,1,2,..., 

with coefficients a;, 6; and fundamental frequen- 

cy A. It can be shown from eq. (110) that the re- 
sponse will be also a periodic function which can 

be expressed as a Fourier series with coeffi- 

cients a; and bf. These have the following rela- 
tion to the stimulus coefficients: 

e e 

a; 8; p 

a; (5; 

    

  

p + exp[-ar(L/aj?! 

Since this ratio goes up with higher mode num- 
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bers 1, the higher modes are always enhanced, 

which shows that indeed an interaction function 

with inhibitory normai distribution produces 

considerable sharpening of the original stimulus. 

(ii) Antisymmetric interaction _ 

As a final example of a distributed tnteraction 

function which sets the whole system into action 

when stimulated only by that most local stimulus, 
the Dirac delta function, we suggest an antisym- 

metric one-dimensional tnteraction function 

sin2a, 
Ax ° 
  K(S,) = 

This function inhibits to the left (4 <0) and fa- 
cilitates to the right (4, > 0). It is, ina sense, 
a close relative to the one-directlonal action- 
interaction function of the quadrupole chain 

(fig. 21) discussed earlier. We apply to this net- 
work at One point x a strong stimulus: 

(x) = (x). 

The response is of the form 

Sin x 

x 

  

p(x) = 6(x) - 2 cos(x-a) , 

a and a being constants. 

Before concluding this highly eclectic chapter 

on some properties of computing networks it is 

to be pointed out that a general theory of net- 
works that compute invariances on the set of all 

stimuli has been developed by Pitts and McCui- 

loch (1947). Their work has to be consulted for 
further expansion and deeper penetration of the 

cases presented here. 

5. SOME PROPERTIES OF NETWORK 
ASSEMBLIES 

In this approach to networks we first consid- 

ercd nets composed of distinguishable elements. 

We realized that in most practical situations the 

individual cell cannot be identified and we deve!- 

oped the notions of acting and interacting cell! 
assemblies whose identity was associated only 

with geometrical concepts. The next logical step 
is to drop even the distinguishability of individu- 
al nets and to consider the behavior of assem- 

blies of nets. Since talking about the behavior of 

such systems makes sense only uU they are per- 

mitted to interact with other systems — usually 

called the “environment” — this topic does not 
properly belong to an article confined to net- 
works and, hence, has to be studied elsewhere



(Pask, 1966). Nevertheless, a few points muy be 

nade, from the network point of view, which 

illuminate the gross Lehavior of large syatems 

of networks In general. 

We shall confine ourselves to three interre- 

lated points that bear on the question of stability 

of network assemblies. Stability of network 

structures caa be understood in essentially three 

different ways. Firat, in the sense, of a constant 
or pertodic response density within the system 

despite various input perturhations (Dynamic 

Stability); second, interms of performance, i.e., 

the system's integrity of computation despite 

perturbations of structure or function of its con- 

stituents (Logical Stability); third, to reach sta- 

Lilities in the (wo former senses despite perma- 

hent changes in the system's environment (Adap- 

tation) We Shall briefly touch upon these points. 

5.1, Dynamic stability 

Beurle (1962) in England and Farley and Clark 

(1962) at MIT were probubly the first to consider 

seriously the behavior of nets of randomly con- 

nected elements with transfer functions compa- 

rable to eq. (47). Both investigated the behavior 

of about a thousand elements in a planar topology 

and a neighhorhood connection scheme. Beurte 

used his network to study computation with dis- 

tributed memory. To this end, elements were 

constructed in auch a way that each activation 

caused u slight threshold reduction ut the site of 

activity and mudé the element more prone to fire 

tor subsequent atimuli. The system as a whole 

showa remurkable tendencies to stabilize itself, 

and it develops dynamic “engrams” in the form 
of pulsating patterns. Farley and Clark's work is 

carried out by network simulation on the Lin- 

caln Laboratory's TX-s computer; and the dy- 

nawie betuvior resulting from defined stimuli 
applied to selected elements is recorded with a 

(notion pleture camera, Since elements liyht up 

when aetivated, and the calculation of the next 

state in the network takes TX-2 about 0.5 sec- 

onds, the film can be presented at normal speed 

and one can vet a “feeling” for the remarkable 

Variety of patterns that are caused by variations 

of the parameters in the network. However, 

these “feelings” are at the moment our best 

clues tOdetermine Our next steps in the approach 

to these complicated structures. 

Networks composed of approximately one 

thousand Ashby elements (see fig. 13) were stud - 
ted by Fitzhugh (1963) who made the sigmficant 

observation that slowly adding connections to the 

element defines with reproducible accuracy, a 

“connectedness” by which the system swings 
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from almost zero activity to full operation, with 

a relatively small region of intermediate activi- 

ty. This is an important corollary to an obser- 

vation made by Ashby et al. (1962), who showed 
that networks composed of randomly connected 

McCulloch elements with facilitatory inputs only, 
but controlled by a fixed threshold, show no sta- 
bility for intermediate activity, only fit or coma, 

unless threshold is regulated by the activity of 
elements. 

In all these examples, the transfer function of 

the elements is varied in some way or another in 

order to stabilize the behavior of the system. 
This, however, implies that in order to main- 

tain dynamic stability one has to sacrifice logical 

stability, for as we have seen in numerous ex- 

amples (e.g., fig. 10) variation tn threshold 

changes the function computed by the element. 

Hence, to achieve both dynamic and logical sta- 

bility it is necessary to consider logically stable 

networks that are immune to threshold variation. 

§.2. Logical stability 

McCulloch (1958) and later Blum (1962), Ver- 
beek (1962) and Cowan (1962) were probably the 

first to consider the distinction between proper 

computation based on erroneous arguments (cal- 
culus of probability) and erroneous calculation 

based on correct arguments (probabilistic logic). 

It 1s precisely the latter situation one encounters 

if threshold in a system is subjected to varia- 
tions. On the other hand, it is known that living 
organisms are reasonably immune to consider- 

able variations of threshold changes produced 

by, say, chemical agents. Clearly, this can only 
be accomplished by incorporating into the neural 

network structure nets that possess logical sta- 

bility. 

The theory developed by the authors mention- 

ed ubove permits the construction of reliable 

networks from unreliable components by arrang- 

ing the various components so that, if threshold 

changes occur in the net, an erroneous computa- 

tion at one point will be compensated by thecom- 

putution at another point. However, the theory is 

further developed for independent changes of 

threshold everywhere, and nets can be developed 

for which the probability of malfunctioning can 

be kept below an arbitrarily small value, if suf- 

ficient components are added to the system. 

This, of course, increases its redundancy. 

However, this method requires substantially 

fewer elements to achieve a certain degree of 

reliability than usual “multiplexing” requires in 

order to operate with equal reliability. Due toa 

mu!tivaluedness in the structure of these nets,



an additional bonus offered by this theory is im- 

munity against perturbation of connections. 

All these comments seem to imply that varia- 

bility of function tends to increase the stability 

of systems to such a degree that they will be- 

come too rigid when secular environmental 

changes demand flexibility. On the contrary, 

their very complexity adds a store of potentially 

available functions that enables these networks 

to adapt. 

§.3. Adaptation 
This abtlity may be demonstrated on an extra- 

ordinarily simple network composed of McCul- 
loch elements operating in synchrony (fig. 37). 
It consists of two arrays of elements, black and 
white denoting sensory and computer elements 

respectively. Each computer element possesses 

two inputs proper that originate in two neigh- 

boring sensory elements A, B. The output of 

each computer element leads to a nucleus £ that. 

takes the sum of the outputs of al) computer 
elements. The logical function computed by these 

is not specified. Instead it is proposed that each 

element is capable — in principle — of computing 

all 16 logical functions. These functions are to 

change from functions of lowest logical strength 

Q (see table 1 or fig. 38) to functions of higher 
logical strength in response to a command given 

by an “improper input”, whose activity is de- 
fined by Z that operates on the functions — the 

inner structure — of these elements and not, in a 

direct sense, on their outputs. 

Consider this net exposed to a variety of 

stimuli which consist of shadows of one-dimen- 
sional objects that are in the “visual field” of 
the sensors. With all computing elements oper- 

ating on functions with low © the feedback loop 
from = is highly active and shifts all functions 
to higher O’s. It is not difficult to see that this 
process will go on with decreasing activity in 

the loop until function No. 6 or even functions 

No. 4, or 2 of table 1 are reached, at which in- 

stant the net is ready to compute the presence of 

edges in the stimulus field - as has been shown 

in fig. 25 — and the loop activity is reduced to the 

smal) amount that remains when objects happen 

to be in the visual field Since it is clear that the 

output of the whole system represents the num- 

ber of edges present at any moment, it repre- 

sents at the same time a count of the number of 

objects, regardless of their size and position, 
and independent of the strength of illumination. 

Consider this system as being in contact with 
an environment which has the peculiar property 

of being populated by a fixed number of objects 

            
    

Fig. 37. Adaptive network. 
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Fig. 38. Logical functions ordered according to in- 
creasing logical strength Q.



[hat freely muve about go that the limited visual 

Neld consisting of, say, N receptors perceives 

only a fraction of the number of thege objects. [n 

the long run, our system will count objects nor- 

mally distributed around a mean value with a 

standard deviation of, gay, uv. 
The amount of information (entropy) 4ouT as 

reported by the aystem about its environment is 
(Shannon and Weaver, 1946): 

Hout * In v2ae 

with 
e = 2.71828... . 

On the other hand, with V binary receptors its 

input t{nformation is 

Hy *N ~ Hout - 
This represents a drastic reduction In infor- 

ination ~ or reduction in uncertainty -— which is 

performed by this network and one may wonder 

why and how this i6 accomplished. That sucha 

reduction ig to be expected inay have been sug- 

gested by the system's indifference to a variety 

uf environmental particulars as, @.g., size and 

location of objecta, strength of (llumination, etc. 

Kut this indt{ference is due to the network's ab- 

diracting powers, which it owes to its structure 

and the rinctioning of its constituents. 

5.4. Information storage in nelwork structures 

Let us make a rough estimate of the informa- 

(ion stored by the choice of a particular function 
computed by the network elements. As we have 
seen, these abstract‘ons are computed by sets of 

neighbor elements that act upon one computer 

clement. Let ag and m, be the number of neigh- 
bora of the kth order in 2 two-dimensional body- 
centered square lattice and hexagonal lattice re- 
spectivery (see fig. 39): 

ny = (2k)? , omy = Sk(Ro 1). (116) 

The number of logical functions with ” inputs is 

(eq. (18)) 

Na 23” , 

and the amount uf information necessary to de- 

fine a particular function {s: 

Hp = logg V = 2” (117) 

On the other haad, the input information on a 

sensory u.gan with NV binary receptors is 

Hm = N. 

A sensory network is properly matched (lo tts 

structure if 

Hm = Ap, (119) 
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k =| + n=4 

k=2 A ,* n=i6 
Fig. 39. First and second urder neighbors in a body 

centered cuble lattice (two dimensional "cule"). 

or, in other words, if its input information cor- 

responds to its computation capacity stored in 

its structure. We have with eqs. (116), (117), 

(119): . 

gtk square lattice 
Ne 

g3h(4+1) hexagonal lattice 

The following table relates the size of the seu- 
sory organ that is properly matched to its com- 

puting network which utilizes Ath order neigh- 

bors, constituting a receptor field of . elements: 

  

N hs hy, Weary 

104 | 1.29 91.07 6.63 
104 | 1.82 1.68 13.2 
109 | 2.04 1.91 16,7 
105 | 2.24 2.12 20.0 
107 | 2.41 2.31 23.2 
108 | 2.58 2.32 26.5 

This table indicates that in an eye ui, sav, 108 

receptor elements a receptor field cf mure than 

20 elements is very unlikely to occur. 
In conclusion it may be pointed out that the 

evolution of abstracting network structures as a 

consequence of interactions with an environment 

gives rise to new concepts of "memory" which 

do not require the faithtul recording cf data. In 
fact, i¢ can be shown that a theory of memory 

that is based on mechanisms that store events ta 

not only uneconomical! bordering on the imposst-



ble, but also is incapable of explaining the most 

primitive types of behavior in living organisms 

that show one or another form of retention (Von 

Foerster, 1965; Von Foerster et al., 1966). 
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MOLECULAR BIONICS* 

INTRODUCTION 

The notion that the mysteries of life have their ultimate: roots in the 

microcosm is certainly not new, and a history of this notion may take a whole 

lecture. Consequently, | hope that | will be forgiven if | mention in the long 

string of authors only Erwin Schroedinger! who was — to my knowledge — the 

first who stressed the peculiar way in which energy is coupled with entropy in 

those molecular processes that are crucial in the preservation of life. Since such 

an energy-order relationship is at the core of my presentation, let me open my 

remarks with an example which has the advantage of being generally known, 

but has the disadvantage of being taken from the inanimate world and represen- 

ting — so to say — a limiting case of what | am going to discuss later. 

The example | have in mind is the peculiar way in which in optical masers 

an “active medium” provides an ordering agent for incoherent electromagnetic 

waves, 

Let me briefly recapitulate the basic principle of this ingenious device”. 

Fig. 1 sketches some energy levels of the sparsely interspersed chromium atoms 

(about one in thousand) in the ruby, an aluminum oxide in which some of the 

aluminum atoms are replaced by chromium. These energy levels consist of two 

broad absorption bands in the green and in the yellow and of a sharp meta- 

stable energy niveau corresponding to a wave length of 6,943 A. If incoherent 

visible light is shown through a ruby crystal, absorption ‘‘pumps” the chromium 

atoms from the ground state into the excited states (Fig. 1a), from which they 

quickly return to the metastable state, transmitting the energy difference to lat- 

tice vibrations of the crystal (Fig. 1b). Under normal conditions the atoms 
would remain in this metastable state for a couple of milliseconds before they 

drop again to the ground state, emitting photons with the afore mentioned 

wave length of 6,943 A. The remarkable feature of the maser action, however, 

is that a photon of precisely the same wave length may trigger this transition 

which results in a wave train that has not only the same wave length, but is 

also coherent with the trigger wave. Under certain geometrical conditions which 

permit the light to bounce back and forth in the crystal, cascading of these 

events can be achieved. 

Since in coherent radiation not the individual energies E., but the ampli- 

  

*This paper is an adaptation of an address given March 20, 1963, at a conference 
on Information Processing in Living Organisms and Machines, in the Memorial Hall 

of Dayton, Dayton, Ohio.



  

    
  

FIGURE 1. Three stages of energy and order in the operation of an optical maser. (a) Ex- 
citation by absorption. (b) Ordering. (c) Emission of coherent light. 
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FIGURE 2. Hicrarchy of biological structures. The lengths of individual bars correspond 
to orders of magnitude of thc numbers of components which constitute, in turn, the com- 
ponent on the next higher level.
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tudes A; ~VE, are additive, it is clear that this ordering process represents 

from an energy point of view a most effective super-additive composition rule? 

with total output | for coherency* 

=( EVE I? ~[ Dal’, 
while for ncoheress radiation we my have 

with all the crossterms 2AA. missing. The salient feature in this process is that 

disordered energy (incoherent light) after interaction with an agent with certain 

intrinsic structural properties {the chromium atoms in the ruby) becomes a 
highly ordered affair (coherent light) with little penalty paid in the ordering 

process (energy loss to the lattice). 

| hope | shall be able to demonstrate that in biological processes the order 

that goes hand in hand with energy is structural in kind rather than coherency 

of radiation. My main concern will be with those “intrinsic structural properties’ 

of the agent that provides the nucleus for the transformation of disordered 

energy into organized structures of considerable potential energy. Since these 

nuclei will be found in the macro-molecular level, and since an understanding of 

their intrinsic structural properties may eventually permit the synthesis of such 

macro-molecules, | chose ‘‘Molecular Bionics” as the title of my paper. However, 

In the hierarchy of biological structures molecular bionics considers not only 

the structural properties of complex molecules, but also the interaction of these 

molecules in larger biological units, e.g., on the mitochondrial and chromosomal 

level (self-replicating systems) as suggested in Fig. 2. The inclusion of molecular 

systems is crucial to my presentation because, as we shall see later, it is the in- 

teraction of molecules within these systems which accounts for a transfer of 

energy to the site of its utlization. But a transfer of energy to a particular site 

requires tagging this energy parcel with an appropriate address or — in other 

words — coupling energy with order. It is clear that the efficacy of such a 

transfer is high if the energy parcel is large and the address code is precise. On 

the other hand, this is a perverse way in which energy is coupled with order — 

as far as things go in our universe where energies usually end in a structureless 

heat pot. In order to escape this fate our molecules have to incorporate into 

their structures considerable sophistication. 

In the following {| shall touch upon three features of macro-molecular 

structures which hopefully will provide us with some clues as to the fascinating 

  

*Since in classical electro-dynamics amplitude and energy of a wave are time-averages, this 

is in no violation of the first law of thermodynamics. The consequence is that incoherent 
radiation is emitted over a long period while coherent radiation is emitted in an extraordi- 
nary amall time interval.
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behavior of aggregates of such molecules in living matter. These features are: 

(1) Storage of information. 
(2) Manipulation of information (computation). 
(3) Manipulation of information associated with energy transfer. 

STORAGE OF INFORMATION IN MOLECULES 

The most pedestrian way to look at the potentialities of a complex 

molecule is to look at it as an information storage device.* This possibility 

offers itself readily by the large number of excitable states that go hand in 

hand with the large number of atoms that constitute such molecules. Conse- 

quently the chances are enhanced for the occurrence of metastable states which 

owe their existence to quantum mechanically ‘‘forbidden” transitions”. Since 

being in such a state is the result of a particular energy transaction, selective 

“read-out” that triggers the transition to the groundstate — as in the optical 

maser — permits retrieval of the information stored in the excited states. 

There is, however, another way to allow for information storage in macro- 

molecules where the “read-out” is defined by structural matching (templet). It 

is obvious that, m, the number of ways (isomeres) in which n atoms with V 
valences can form a molecule Z n will increase with the number of atoms con- 

stituting the molecule as suggested in Fig. 3, where the number of valences is 

assumed to be V = 3. (nV/2 is the number of bonds in the molecule). Estimates 
of the lower and upper bonds of the number of isomeres are 

m2 
8 

— fav, p(V) 

m ~(%5) 

where p(N) is the number of unrestricted partitions of the positive integer N. 

Since each different configuration of the same chemical compound Z_ is 

associated with a different potential energy, the fine-structure of this molecule 

may not only represent a single energy transaction that has taken place in the 

Past but may represent a segment of the history of events in which this parti- 

cular molecule has evolved. This consideration brings us immediately to the 

next point | would like to make, namely a complex molecule’s capability to 

manipulate information,
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MANIPULATION OF INFORMATION IN MOLECULES (MOLECULAR 
COMPUTATION) 

  

        

Among the many different ways in which a single macro-molecule may be 

looked upon as an elementary computing element®, the most delightful example 

has been given by Pattee”. Assume an ample supply of two kinds of building 

blocks A, B, which float around in a large pool. The shape of these building 

blocks is the same for both kinds and is depicted as the wedge shaped element 

denoted X, , , in Fig. 4. Assume furthermore that a macro-molecule of helical 
configuration is growing from these building blocks according to a selection rule 

that is determined by the kind of building blocks that are adjacent to the spaces 

provided for the addition of the next element. Since 7 blocks define a complete 

turn, the “selector blocks” are labeled X,, and X, _ ¢. Consider now the follow- 

ing selection rule: 

(a) Building blocks A are added if the selector blocks are alike (A, A 
or B, B):



7] 

FIGURE 4. 
Macromolecular sequence 
computer. (Reproduced 
with kind permission from 
H.H. Pattee, Ref. 7.) 

  
XX 6 oh Xn te 1 TA 

(b) Building blocks B are added if the selector blocks are un- 
like (A, B or B, A): 
X, Fy. 6 ————» *, 4478 

The surprising result of the operation of this simple mechanism is not only 

that it keeps the helical molecule growing, it also generates a precisely defined 

periodic sequence of A’s and B’s with a period of 2/-1 = 127 symbols. More- 
Over, this sequence is independent of the initial conditions, because any one of 

the 27 state-configurations of a single loop is contained in this sequence. This 

leads to the important consequence that if the helix is broken at any point or 

Points, the pieces will resume growth of precisely the same sequence as was 

grown into the mother helix. 

These and many other interesting features of this system can be easily 
derived if one realizes — as Pattee has shown — that this system is logically iso- 

morphic with a binary feedback shift register (Fig. 5), which is an autonomous
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FIGURE 5. Binary feedback shift register. (Reproduced with kind permission from 
H.H. Pattee, Ref. 7.) 

computer, operating on symbols 0, 1 (standing for A and B respectively), gen- 

erating the afore mentioned maximal period sequence. The function of this 

shift register can be defined by five operations that in the sense of Turing® 

define the basic steps in all computations. These operations read as follows: 

1. READ the contents of register 7 (in this case X_ = 0 or 1). 
. COMPARE the contents of register 7 with contents of register 1. 

3. | WRITE the result (in this case X, + X. modulo 2) In 
register 1. 

4. CHANGE state by shifting all register contents 1 register to the 

right. 

5. REPEAT these five steps. 

Although this is not the only way in which molecular structures may be 

thought of as representing elementary computer components, this point of 

view is representative also of other schemes insofar as in these too the compu- 

tational mechanism is reduced to a set of rules that are not in contradiction 

with known properties of large molecules. The fruitfulness of this approach, 

however, is borne out by the numerous important consequences it yields and 

at this level of discussion there is no need for detailed account of the physics 

of these operations. 

f 

However, the question arises whether or not inclusion of the energetics 

of these operations may eventually lead to a deeper understanding of these pro- 

cesses which are associated with self organization and life.
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MANIPULATION OF INFORMATION ASSOCIATED WITH ENERGY 

TRANSFER 

Of the many astounding features that are associated with life | shall con- 

cern myself only with two, namely, (a) the separation of the sites of production 

and of utilization of the energy that drives the living organism, and (b) the re- 

markable efficiency in which the energy transfer between these sites is accom- 

plished. The general method employed in this transfer is a cyclic operation that 

involves one or many molecular carriers that are ‘‘charged’’ at the site where en- 

vironmental energy is absorbed and are discharged at the site of utilization. 

Charging and discharging is usually accomplished with chemical modifications 

of the basic carrier molecules. One obvious example of the directional flow of 

energy and the cyclic flow of matter is, of course, the complementarity of the 

processes of photosynthesis and respiration (Fig. 6). Light energy hv breaks the 

stable bonds of anorganic oxides and transforms these into energetically charged 

organic molecules. These are burned up in the respiratory process, releasing the 

energy in form of heat KAT or work pAv at the site of utilization and return 

again as unorganic oxides to the site of synthesis. 

Ckw wOMFE 

  

INORG. OXIDES 

FIGURE 6. Directional flow of energy and cyclic flow of matter in photosynthesis 
coupled with respiration. 

Another example is the extremely involved way in which in the sub- 
cellular mitochondria the uphill reaction is accomplished which not only syn- 

thesizes adenosine triphosphate (ATP) by coupling a phosphate group to ade- 
nosine diphosphate (ADP), but also charges the ATP molecule with consider- 

able energy which is effectively released during muscular contraction whereby 

ATP is converted back again into ADP by loosing the previously attached 

phosphate group.
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1 could cite many more examples which illuminate the same point, if ! 

would draw on the wealth of information we possess on enzyme reaction. Never- 

theless, | hope that these two examples show with sufficient clarity that during 

the phase of energy release at the site of utilization the charged carrier ejects 

one of its chemical constituents, maintaining, however, a structure sufficiently 

complex to undergo a new charging operation. The maintenance of complex 

structures for reutilization is doubtless a clue to the efficiency of these proces- 

ces, but in the following | would like to draw your attention to the interesting 

interplay of structural and energetic changes that take place in the charging 

and discharging operations. 

To this end permit me to recapitulate briefly some elementary notions on 

the stability of a molecular configurations. Consider positive and negative ions, 

say, sodium and chlorine ions, suspended in water. Two ions of opposite charge 

will attract each other according to a Coulomb force that is inversely propor- 

tional to the square of their distance. However, at close distances van der Waal 

forces produced by the intermeshing of the electron clouds will generate a re- 

pulsion that is inversely proportional to approximately the tenth power of their 

distance. The upper portion of Fig. 7 sketches the force field F as a function of 

of distance R between two ions with opposite charges. It is clear that a state of 

equilibrium is obtained at that point where the force between these ions 

4 
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vanishes (F =0). The question of whether or not this state represents a stable 

equilibrium is easily answered if one considers a small displacement from equi- 

librium. Since a small separation (AR > 0) of an ion pair results in attraction 

(AF <0}, and a small contraction (AR < 0) results in repulsion (AF >0), we 
clearly have stable equilibrium if the conditions 

F=0 

and 6F <0 

5 R 

are fulfilled. This situation is most easily visualized if the potential energy @ 

of the force field F is considered (lower portion of Fig. 7). With 

=. - .5¢@ F = -grad o SR 

the stability criteria of above become 

5% _ 
5R 

ae 
§ R2 >0 

This simply states that minima of the potential energy represent stable 

configurations. It may be noted that owing to the long range attraction the 

approach of the two ions will take place spontaneously, and that owing to the 
decrease in potential energy during their approach some energy will be released 

to the environment. However, this mechanism of energy release is of no use in 

a system where energy is needed at a particular site. Separation of the two ions 

would immediately cause their mutual approach and the sites of separation and 

of recombination cannot be isolated. 

Let us turn for a moment to another type of interaction which is charac- 

terized by a long range repulsion and a short range attraction. Fig. 8 sketches 

the force field and potential energy between two protons. For large distances 

Coulomb forces produce a repulsion according to a 1/ R2.1aw, while for close 

distances nuclear exchange forces result in an attraction which is inverse pro- 

portional to roughly the sixth power of their distance. The change in sign of the 

proton-proton interaction forces defines a point of separation for which the two par- 

ticles are in equilibrium (F = 0). However, this point does not represent a stable 
equilibrium as can easily be seen from the distribution of the potential energy 

which exhibits a maximum at F = 0, and not the minimum required for stability. 

It is easy to see that this state represents an unstable equilibrium, because a 

small separation of the two particles will result in repulsion and hence in fur- 

ther separation, and a small contraction in attraction and hence in further con- 

traction. However, it should be noted that separation of the two particles re-
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FIGURE 8. 
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sults in a considerable release of energy, if one succeeds in lifting them over 

the potential wall. In the proton-proton case this is a project with diminishing 

return; but for nuclear configurations for which the total energy is above zero 

and below threshold, a time and site controlled “trigger” may be applied to 

release what is known today as the ‘‘Big Bang.” 

From this anti-biological example we may obtain some suggestions for 

the energetics of our organic molecules. Consider a simple molecular configu- 

rtion with alternating positive and negative ions at the lattice points with, say, 

positive ions in excess. Two such molecules will clearly repel each other. How- 

ever, when pushed together, so that lattice points begin to overlap, alternating 

repulsion and attraction will result, depending upon the depth of mutual pene- 

tration. The force field and the potential energy for a pair of “‘string’’ mole- 

cules with only three lattice points approaching each other lengthwise is 
sketched in Fig. 9. The potential energy distribution indicates two equilibria, 

a stable and an unstable one, stability — of course — obtained when the nega- 

tive centers face the positive edges. It is not difficult to imagine an external
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energy source that “pumps’’ the system of two molecules into the elevated 

stable energy state by lifting them from the ground state over the potential 

wall. Since this configuration is stable, the charged system can be transported 

to an appropriate site where a trigger, that only lifts them from the elevated 

stable state over the potential wall, causes the release of the stored energy and 

simultaneously separates the components which can be reutilized for synthesis 

at a remote site. 
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Although this simple molecular model has doubtless the proper features 

to act as a mobile energy storage unit, | still owe you the crucial point of my 

thesis, namely, that this system in the charged state represents sufficient or- 

ganization to encode the address of the site of utilization. In other words, the 

question arises how to associate with the energy state of a system the amount 

of organization that this state represents. 

! propose to answer this question by paying attention to the quantum 

mechanical wave functions which are associated with all energy states of the 

system that are compatible with its potential energy distribution.
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Consider for the moment only the one-dimensional, space dependent 

part of Schroedinger’s wave equation for a particle with mass m in a potential 

field that varies with distance x according to @ (x): 

2 

Fie - giylw =0 
Here h stands for h/27, with h being Planck’s constant, E the enrgy of the 

system and W (x) the ‘‘wave-function,”’ whose interpretation can only be given 

in terms of the product of W with its complex conjugate ¥* representing the 

probability density dp/dx of finding the particle in the interval (x) > (x + dx): 

Since for any potential distribution the system must be “at least somewhere”’ 

we have: 

+ +00 
2 dx = 6 p.y* dx = 

~- oo 

Foregoing all details which refer to physical dimensions we may rewrite 

the wave equation in a normalized form that expresses only spatial dependence 

of the wave function W (x). Using primes for expressing differentiations with 
respect to distance the wave equation assumes the following form: 

y+ [A +O(x)] p =0, 
with A and ® representing normalized energy and potential respectively. The 

important feature of this equation is that solutions for W for a given potential 
distribution © (x) can only be obtained if A assumes certain characteristic values, 
the so-called “‘eigen-values” A,. For each of these “eigen-values” of the energy of 

the system a certain eigen-function W. for the wave function is obtained. Conse- 

quently each eigen-energy A. of the system defines a probability density distri- 

bution ( a for finding the system in a configuration that is associated with a 

distance parameter x. This quantitative association of a certain configuration 

(characterized by its eigen-energy) with a probability distribution is just the link 

which | promised to establish between energy and order of charged molecular 

carriers. This relation is now easily seen if one assumes for a moment that a par- 

ticular configuration C_, corresponding to an eigen value AB is associated, say, 

with a probability distribution that is smeared all over space. Clearly such a con- 

figuration is ill defined and is of little use in serving as a highly selective key 

that fits only into a particular lock. We intuitively associate with this situation
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concepts of disorder and uncertainty. On the other hand, if a particular con- 

figuration is associated with a probability distribution that displays a sharp peak, 

we may intuitively associate with this situation order and certainty, because in 

an overwhelming number of observations we will find our system in just this 

configuration which corresponds to the peak in the probability distribution. 

This state of affairs serves excellently for the purpose of highly selective inter- 

action of our system with an appropriate templet. 

The question arises of whether our intuitive interpretation of this situation 

can be translated into precise quantitative terms. Fortunately, the answer is in 

the affirmative. | refer to Shannon’s measure of uncertainty or “entropy” for 

an information source with a continuous probability density function®. In per- 

fect analogy to the definition of the entropy H of a set of n discrete probabi- 

lities 

N 

H = -% p,inp; , 

the entropy H for the one-dimensional continuous case is defined by 

Hef CP) in (2 dx , 

fel =] (“e)""* 
Since the probability density function for a particular configuration C. which 

corresponds to a certain eigen value A; can be calculated from Schroedinger's 

wave equation — provided the potential distribution of the system is given — 

we are now in the position to associate with any particular configuration C; a 

measure of uncertainty H., via the wave function v(x). 
Since 

with 

we have: 

-+-00 

=_f.,. ,.* . pe 
Hi; Sv Vi In Wi Pi dx. 

In general, a larger value is obtained for the entropy H of an ill defined situa- 

tion if compared to the entropy of well defined situation. H vanishes for a 

deterministic system whose probability density function for a certain state is a 

Dirac delta function. It is easy to define with the aid of this measure of un- 

certainty a measure of relative order, R, which corresponds precisely to
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Shannons measure of a redundancy 7° !°: 

Hj 
R. =1-— 

Hin 

The quantity Ho represents the measure of uncertainty of the system when it 

is in its most ill-defined state. In other words, Hey represents the maximum en- 

tropy of the system. Clearly the measure of relative order vanishes if the system 

is in its most ill defined state H; =H. while R is unity for perfect order H. =(Q. 

We are now in a position to watch the changes in the measure of relative 

order R., while we move through various configurations C. of the system. Since 

each configuration is characterized by a particular eigen value A, (or eigen-energy 

E) which is compatible with the given potential distribution, my task consists 

now in showing that for the kind of molecules with a potential distribution that 

releases energy by triggered fission (Fig. 9), states of higher energy (charged 
system) represent indeed states with higher relative order. 

However, before any such calculation can be approached it is necessary to 

establish the potential energy distribution P of the system. Since even for simple 

molecules consisting only of a couple of atoms the determination of the poten- 

tial energy distribution presents almost unsurmountable difficulties, this is a 

a fortiori the case for complex organic molecules consisting of an extraordinary 

large number of atoms (see Fig. 2). Nevertheless, a rough guess as to the period- 

icity of their potential function can be made, a crude approximation of which is 

given in Fig. 10. The originally smoothly descending curve exhibiting minima and 

maxima at regular intervals, but with potential troughs that increase monoto- 

nously with increasing separation, is here approximated by a series of flat troughs 

with assymetric perpendicular walls to facilitate solving the wave equation for 

W (x). This can be accomplished by iterating solutions from trough to trough, 

and matching boundary values at the discontinuities. From these calculations ap- 

proximations of the eigen values A, and the associated wave functions v, have 

been obtained and two of these results, A v andA Voy are sketched in 
Fig. 10. 

With these results the probability density distribution y? associated with 

eigen-function A, has been calculated, and the definite integral defining the en- 

tropy for the state characterized by A. was evaluated. It may be mentioned, how- 

ever, that the sheer numerical labor involved in these calculations is so great 

that the crudest approximations have been employed in order to obtain at least
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an insight into the general trend of the desired relationship in these systems.* 

Consequently, the following results should be taken as assertions of a qualita- 

tive argument rather than as a definite numerical evaluation of the proposed 

problem. 

Let me present briefly the results obtained so far. Fig. 11 shows the de- 

sired relationship between energy E and relative order R in two kinds of sys- 

tems. One kind is represented by the potential energy function as shown in 

Fig. 10, and the energies of its various states are labeled *E. These are the Ssys- 

tems which release energy by triggered fission. The other kind may be represen- 

ted by a potential energy function that is a mirror image with respect to the ab- 

scissa of the previous potential function, consequently the energy is labeled  E. 

These are the systems which release energy by spontaneous or by triggered 

fusion. Since flipping the potential distribution around the abscissa exchanges 

  

“A far more accurate calculation establishing this relationship for a variety of smooth 
potential functions is presently carried out on Iliac IH. The results will be published as 
Technical Report under the auspices of contract Af 33(657)-10659
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stable troughs with instable troughs, we have stability for even maxima in the 

fission case, and stability for odd maxima in the fusion case. The parameter n 

represents by its label ascending numbers of particles forming the molecular 

lattices (n > 1). 

\ ™ Ty W 

*E 
  FIGURE 11. 

Comparison of the re- 
lation between energy 
and order in molecular 
structures releasing ener- 
gy by triggered fission (+) 

0 s \ + > and molecular structures 
Hi releasing energy by spon- 

taneous or by triggered 
R= \- fusion (—). ia 

      
    

odd       
Inspection of Fig. 11 clearly shows that for the same amount of energy 

stored in both systems the fission case (*E) has a considerable edge in its measure 

of relative order over the fusion case (~E). This gap widens slowly, but detect- 
ably, for systems incorporating more and more particles. At first glance the re- 

latively smal! difference between these systems may be disappointing. However, 

it may be argued that it is just this small edge in increased orderliness which 

makes all the difference between a living and a dead system. Moreover, one 

should not forget that in fission systems the components can be recovered after 

they have done their work, while in the fusion system the components roll down- 

hill to lower energy troughs with tighter and tighter bonds. 

With these observations | hope that | have given sufficient support to my 

earlier argument in which | postulated a positive relationship between energy
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and order in those molecules that are crucial in maintaining the life process. 

However, one may ask what does this observation do for us? 

First, | believe, these observations help us in the clarification of the mean- 

ing of self-organizing systems. It is usually contended!! that we have a truly self 

organizing system before us, if the measure of relative order increases: 

BR 51 > 0. 

There are, however, limiting cases where this relation holds, — e.g., in the form- 

ation of crystals in a super saturated solution — for which we only reluctantly 

apply the term ‘“‘self-organization,” which we feel inclined to apply for more eso- 

teric systems as, for instance, to a learning brain, a growing ant hill, etc. With 

our previous observations of the coupling of order with energy, | believe, we 

should amend the previous definition by the provision that we have a truly self- 

organizing system before us, if and only if 

5R 517° 

and 

SR>o; 
sr 

that is, if and only if, the measure of relative order increases with time and 

with increase of the system’s energy. If one stops and thinks for a moment one 

may realize that fulfilling simultaneously both conditions is indeed not an easy 

task. 

Second, if we permit our imagination to reign freely, we may think of 

synthesizing molecules that fulfill the above conditions. Maybe this possibility 

is not too farfetched if | take von Hippel’s prophetic words literraly, who — 

years ago — coined the term “Molecular Engineering” !*. He suggested that the 

time has come when engineering of molecules according to specification may 

not be out of reach. | can imagine a broth composed of such molecules that 

may not only grow for us stockings, or other useful tidbits, but may also show 

us some novel manifestations of life. At this level of speculation, however, 

everybody is his own best speculator. | only hope that the thoughts which | 

have presented may serve as a sufficient stimulant to make your speculations 

worth their while.
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MEMORY WITHOUT RECORD 

Heinz Von Foerster 

VON FOERSTER:* Perhaps, I should make my position clear 

ny opening with a metaphor. Let me confess that [am a man who is 

weak in properly carrying out multiplications. It takes me a long time 

tu multiply a two or three digit number, and, moreover, when [do the 

same multiplication over and over again most of the time [ get a differ- 

“nt result. This is very annoying, and I wanted to settle this question 

ince and for all by making a record of all correct results. Hlerce, | 

-erded to make myself a multiplication table with two cntries, one on 

the left (X) and one at the top (Y) for the two numbers to be multiplicd, 

and with the product (XY) being recorded at the intersection of the ap- 

propriate rows and columns (Table 15). 

TABLE 15 

Y 

45 6 7 ... ms
 K ° ~ t J
 

  

0 0 0 0... 
45 6 7 .. . 

1215 18 21 ... 
12 16 20 24 28 .. . 
15 20 25 30 35 ... 

12 18 24 30 36 42 ... 
14 21 28 35 42 49 .. . N

S
A
 

&
 
W
N
P
 ©
 

O
o
O
0
O
0
O
0
 

O
0
0
 

Oo 

W
H
A
 

UW 
&
 
W
N
 
©
 

_
 

O
M
A
 

&
 
N
 
O
 

  e e e e e e e e e ® e e 

  

*This article is an edited transcript of a presentation given October 2, 1963, at 

the First Conference on Learning, Remembering, and Forgetting, Princeton, 
New Jersey.



93 

In preparing this table I wanted to know how much paper I need to accom- 

modate factors X, Y up to a magnitude of, say, n decimal digits. Us- 

ing regular-size type for the numbers, on double-bond sheets of 8 1/2 

x li in, the thickness D of the book containing my multiplication table 

for numbers upto n decimal digits turns out to be approximately 

D=n. 1922-6 cm. 

For example, a 100 x 100 multiplication table (100 = 107; hn = 2) 

fills a "book" with thickness 

D=2., 107-® = 2.1077 = 0.02 cm = 0.2 mm. 

In other words, this table can be printed on a single sheet of paper. 
PRIBRAM: I thought you said you couldn't multiply? 

VON FOERSTER: That is true. Therefore, I manipulate only 

the exponents, and that requires merely addition. 
Now, I propose to extend my table to multiplications of ten-digit 

numbers. This is a very modest request, and such a table may be handy 

when preparing one's Federal Income Tax. With our formula for D, we 

obtain for n = 10: 

p= 10. 10798 = 30! om, 

In other words, this multiplication table must be accommodated on a book- 

shelf which is 1049 cm long, that is, about 100 times the distance be- 

tween the sun and the earth, or about one light-day long. A librarian, 

moving with the velocity of light, will, on the average, require a 1/2 

day to look up a single entry in the body of this table. 

This appeared to me not to be a very practical way to store the 

information of the results of all ten-digit multiplications. But, since 

I needed this information very dearly, I had to look around for another 

way of doing this. I hit upon a gadget which is about 5 x 5 x 12 in in 

Size, contains 20 little wheels, each with numbers from zero to nine 

Printed on them. These wheels are sitting on an axle and are coupled 
to each other by teeth and pegs in an ingenious way so that, when a crank 

is turned an appropriate number of times, the desired result of a multi- 

Plication can be read off the wheels through a window. The whole gadget 
is very cheap indeed and, on the average, it will require only 50 turns 

of the crank to reach all desired results of a multiplication involving two 

ten-digit numbers. 

The answer to the question of whether I should "store" the infor- 
Mation of a 10 x 10 multiplication table in the form of a 8 1/2 x 

11 in book 6 billion miles thick, or in the form of a small manual desk 

Computer, is quite obvious, I think. However, it may be argued that the
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computer does not "'store'' this information but calculates each problem 

in a separate set of operations. My turning of the crank does nothing 

but give the computer the "address" of the result, which I retrieve at 

once—without the "computer" doing anything—by reading off the final 

position of the wheels. If I can retrieve this information, it must have 

been put into the system before. But how? Quite obviously, the infor- 

mation is stored in the computer ina structural fashion. In the way in 

which the wheels interact, in cutting notches and attaching pegs, all the 

information for reaching the right number has been laid down in its con- 

struction code, or, to put it biologically, in its genetic code. 

If 1 am now asked to construct a "brain" capable of similar, or 

even more complicated stunts, I would rather think in terms of a small 
and compact computing device instead of considering tabulation methods 

which tend to get out of hand quickly. 

During this Conference, it has been my feeling that, in numerous 

examples and statements, you gentlemen have piled up considerable evi- 

dence that the nervous system operates as a computer. However, to 

my great bewilderment—in so far as I could comprehend some of the 

points of discussion—in many instances you seemed to have argued as 
if the brain were a storehouse of a gigantic table. To stay with my met- 

aphor, your argument seems to have been whether the symbols in my 

multiplication table are printed in green or red ink, or perhaps in 

Braille, instead of whether digit-transfer in my desk computer is car- 

ried out by friction or by an interlocking tooth. 

I have to admit that, as yet, my metaphor is very poor indeed, 

because my computer is a deterministic and rigid affair with all rules 

of operation a priori established. This system cannot learn by experi- 

ence, and, hence, it should not have been brought up in a conference on 

"memory. "' 
I shall expand my metaphor, then, by proposing to build a com- 

puter that has first to learn by experience the operations I require it to 

perform. In other words, I posed to myself the problem of constructing 

an adaptive computer. However, before I attempt to suggest:a solution 

for this problem, permit me to make a few preliminary remarks. 
The first point refers to the temptation to consider past experi- 

ence, again, in terms of a record. This approach offers itself readily 

because of the great ease with which a cumulative record can be manu- 

factured. One just keeps on recording and recording, usually complete- 
ly neglecting the problems that arise when attempting to utilize these 
tabulatims. Ignoring this ticklish point for the moment, arguments of 

how to record may arise. Again, to use my metaphor, one may consi- 

der whether ink should be used which fades away after a certain time if 
it is not reinforced, or whether valid or invalid entries should be made 

with attached + or - signs, or whether the print should be fat or thin 

to indicate the importance of the entry, etc. Questions of this sort may



come up if we have the production of the big table in mind. But the kinds 

of problems are, of course, of an entircly different nature, if we con- 

sider building an adaptive computer device in which the internal struc- 

ture is modified as a consequence of its interaction with an environment. 

I believe that many of the remarks made during this meeting ad- 

dressed themselves to the problem of how to write the record, instead 

of how to modify the structure of a computer So that its operational 

modality changes with experience. The interesting thing for me, how- 

ever, is that these remarks were usually made when the speaker refer- 

red to how the system "ought" to work, and not when he referred to how 

the system actually works. This happened, for instance, when I under- 

stood Sir John to have made the remark that, for learning, we need an 
increase in synaptic efficacy with use. However, as he showed in his 
interesting example of the reflex action of a muscle that was for a while 

detached from the bone, these wretched cells would just work the other 

way round: Efficacy increased with duration of rest. Or, if I remember 

Dr. Kruger's point correctly, that in order to account for forgetting we 

need degeneracy of neurons. From his remarks, I understand that it 
seems to be very hard to get these cells to die. 

It is perfectly clear that the comments about what these compo- 

nents ought to do are Suggested by the idea that they are to be used in 

an adaptive recording device. I propose to contemplate for a moment 

whether the way these components actually behave is precisely the way 

they ought to behave, if we use them as building blocks for an adaptive 

computer device. For instance, degeneracy of neurons—if it occurs 
—may be an important mechanism to facilitate learning, if learning is 

associated with repression of irrelevant responses, as Sir John pointed 

out earlier. On the other hand, increased efficacy of a junction, caus- 

ed by a prolonged rest period, may be used as a "'forgetting'' mecha~ 
nism when associated with some inhibitory action. 

McCONNELL: I sort of hate to ruin your lovely analogy, but 

aren't there many cases where a table would be more efficacious? 

For example, prime numbers? 

VON FOERSTER: Correct. But please permit me to develop 

my story a bit further. I shall soon tighten the constraints on my 

computer considerably and your comment will be taken up later. For- 

give me for developing my metaphor so slowly. 

McCONNELL: We're getting caught in your strand. 

VON FOERSTER: You shouldn't. Just wait a little and then 
hit me over the head. I shall give you many occasions, I think. 

My second preliminary remark with regard to the construction 

of an adaptive computer is concerned with the choice of a good strategy 

of how to approach this problem. Fortunately, in the abstract that was 
distributed prior to the meeting, Sir John gave us an excellent guide- 
line: "Learning involves selectivity of response, and presumably inhi-
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ition would be significantly concerned in the repression of irrelevant 

.vesponse." In other words, learning involves selective operations; but, 

in order to obtain the results of these operations, a computing device is 
.cded to carry out these selective operations. 

PRIBRAM: Did you know, Sir John, what you were saying? 

ECCLES: No. (Laughter. ) 

VON FOERSTER: How would you do it, otherwise? How would 

you Select? How would you have selective manipulation? 

ECCLES: How does an animal do it? 

VON FOERSTER: I think an impressive array of suggestions 

have come up during this meeting. I have in mind, for instance, Sir 

sohn, your demonstration of changes in the efficacy of synaptic junctions 

asa result of various stimulations. Instead of interpreting these 

changes aS Storage points for some fleeting events, 1! propose to inter- 

pret them as alterations in the transfer function in a computer element, 

In other words, I propose to interpret these local changes as modifica- 

lians—admittedly minute—of the response characteristic of the sys- 

fem as a whole. In Dr. Uttley's presentation, he considered each 

junction as acting as a conditional probability computer element. Dr. 

‘yden's most sophisticated scheme is to compute the appropriate pro- 

vcins with the aid of coded DNA and RNA templets. Of course, the bio- 

chemist would probably use the terms "to form" or "to synthesize, " 

stead of ''to compute," but in an abstract sense these terms are equiv- 

elent. 

Let me return to the original problem I posed, namely, the con- 
struction of a computing device that changes its internal organization 

aS a consequence of interaction with its environment. I believe it is 

quite Clear that, in order to make any progress in my construction job, 

[ have to eliminate two questions: First, what is this environment to 

which my computer is coupled? Second, what is my computer sup- 

posed to learn from this environment? 

As long as | am permitted to design the rules that govern the 

events in this environment and the task my computer has to master, it 

might not be too difficult to design the appropriate system. Assume 

for the moment that the environment is of a simple form that rewards 

my computer with an appreciable amount of energy whenever it comes 

up with a proper result for a multiplication problem posed to it by the 
environment, Of course, I could immediately plug my old desk calcu- 

lutur into this environment, if it were not for one catch: The number 

syolem in which the environment poses its questions is not specified 

u priori, It may be a decimal system, a binary system, a prime-num- 
ber product representation, or—if we want to be particularly nasty— 

it may pose its problems in Roman numerals. Although J assume my 

computer has the Platonic Idea of multiplication built in, it has to 

.o.irn the number system in order to succeed in this environment.



My task is now sufficiently specified; I know the structure of 

the environment, I know what my system has to learn, and I can start 

to think of how to solve this problem. 

Instead of amusing ourselves with solving the problem of how 

to construct this mundane gadget, let me turn to the real problem at 

hand, namely, how do living organisms succeed in | eeping alive in an 

environment that is a far cry from being simple. 
The question of the environment to which our systems are cou- 

pled is now answered in so far as it is nature, with all her unpredicta- 

bilities, but also with her stringent regularities which are coded in the 

laws of physics or chemistry. 
We are now ready to ask the second question: What do we re- 

quire our organisms to learn? Perhaps this question can be answered 

more readily if we first ask: 'Why should these organisms learn at 

all?" I believe that if we find a pertinent answer to this question we 

will have arrived at the crux of the problem which brought us here. 
With my suggestion of how to answer this question, I will have arrived 

at the central point of my presentation. I believe that the ultimate 

reason these systems should learn at all is that learning enables them 

to make inductive inferences. In other words, in order to enhance the 

chance of survival, the system should be able to compute future events 

from past experience; it should be an "inductive inference computer. " 

On the other hand, it is clear that only a system that has memory is 

capable of making inductive inferences because, from the single time- 

slice of present events, it is impossible to infer about succeeding events 

unless previous states of the environment are taken into consideration, 

I have now completed the specifications of my task: I wish to 
construct an inductive inference computer whose increase of internal 

organization should remove uncertainties with respect to predictions 

of future events in its environment. 

Having reached this point, let us look back to the position where 
we still pitched a computing device against a recording device in order 
to tackle our memory problem. It is clear from the task I just de- 
Scribed that a record of the past, as detailed and as permanent as one 
may wish, is of no value whatsoever. It is dead. It does not give us 
the slightest clue as to future events, unless we employ a demon that 

permanently zooms along this record, computes with lightning speed a 

figure of merit for each entry, compares these figures ina set of se- 

lective operations, and computes from these the probability distribution 
of the next future events. He must do all this between each instant of 

time. If we insist on making records, we transfer our problem of 

memory to the potentialities of this demon who now has the job of acting 
as an inductive inference computer, Consequently, I may as well throw 

away the record and consider the construction of this demon who does 

not need to look at the record of events, but at the events themselves.
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I have now concluded the metaphorical phase of my presentation 

which, I hope, has in some qualitative way outlined my position and my 

problem. I propose now to consider the problem from a quantitative 

point of view. In other words, before approaching the actual construc- 
tion of such an inductive inference computer, it may be wise to esti- 
mate, in some way or another, how much internal organization we ex- 
pect our computer to acquire during its interaction with the environ- 

ment, and how much uncertainty with respect to future events it is able 
to remove by its acquisition of higher states of order. 

It is fortunate that two decisive concepts in my argument can be 
defined in precise, quantitative terms. One is the concept of uncer- 

tainty, the other, the concept of order. In both cases it is possible to 

define appropriate measure functions which allow the translation df my 

problem into a mathematical formalism. Since the whole mathemati- 

cal machinery I will need is completely developed in what is known to- 

day as "Theory of Information," it will suffice to give references to 
some of the pertinent literature (13, 2, 4) of which, I believe, the 

late Henry Quastler's account (11) is the most appealing one for the 

biologically oriented. I have the permission of the Chairman to rede- 

fine some of the basic concepts of this theory for the benefit of those 

who may appreciate having their memories refreshed without consult- 

ing another source. 

With my apologies to those who will miss rigor in the following 

shadow of an outline of Information Theory, let me quickly describe 

some of its basic vocabulary. 

The most fundamental step in a mathematical theory of informa- 

tion is the development of a measure for the amount of uncertainty of 
a situation as a whole, or—as I shall put it—for the uncertainty of 

a "well-defined universe." The definition of this universe under dis- 

course can be done on several levels. The first step in its definition 

is to associate with this universe a finite number of distinguishable 

states which are, also, all the states that the universe can assume. 

To use some worn-out but illustrative examples, a die with its six 
faces, or a coin with its two sides, may be considered as such a uni- 

verse, The face or the side that comes up after the die or the coin is 

tossed, represents a distinguishable state in these respective "uni- 

verses." Due to the distinguishability of the individual states, it is 
possible to label them, say, S); So; S3; etc. In general, we may call 

a state S|, where i goes through all integers from 1 ton, if our uni- 

verse is defined by precisely n states. Thus, for the coin: 

5} = heads, 

Tf 
tr
 | = tails,
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and, Similary, for the die, n 6, with the names of states S; corres- 

ponding—for simplicity—to the eyes, i, shown by the die. 

As long as we do not deal with a completely deterministic uni- 

verse, that is, a universe in which for each state there exists one, 

and only one possible successor state (and our previous examples are 

certainly not of this type), we intuitively associate with such indeter- 

ministic universes a certain amount of uncertainty. For instance, in 

the coin situation we may say that we are unable to predict the outcome 

of a particular toss, but we are much less uncertain with respect to 

the situation as a whole if we compare it with the die situation with its 

superior variety of possible outcomes. The question of how much un- 

certainty can be associated with these various situations leads to the 

second step in the defintion of our universes. Since, clearly, proba- 

bility considerations will determine these uncertainties, I propose to 

associate with each state S; in our universe the probability p; of its 

occurrence, Since our universe consists of precisely n states, and 

hence must be in one of these states at any instant of time, we have, 

of course, certainty that it is at a given instant of time in any one of 

its states: 

Py) *+ Po + ..... + Pa = D> RL. (1) 

In the simple situation of a universe in which all probabilities p; are 
alike, say, p, -- as it is the case for an "honest" coin or an "honest" 
die -- the equation above is simply 

np; = I, 

and the probability for an individual! state S; is just the inverse of the 
number of states: 

’ Pu = = = 

or, for our two examples: 

~
~
 

-l nd = 
Pooin 9 ° ane Pdie - 

If we wish now to associate with each universe a measure of un- 
Certainty, it appears, at least, to be plausible that this measure has 
to take into consideration the probabilities, or the uncertainties, if 
you wish, of all states that define this universe. Jn other words, the 
Measure of uncertainty—usually denoted by H—of a particular uni-
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verse should be a function of all p; : 

H - (P): Poi Pai -+-- P, wee Pp, (2) 

Since there are infinitely many functions from which we may 

choose one, as, for example, 

n n n 

2 pi I 
> Pi : > e : log Pp, etc., etc., .-.. 

] ] l 

we are in a position to introduce certain conditions which we intuitive- 

iy like to see fulfilled in our final choice for a measure of the uncer- 

tainty of a universe. It cannot be stressed strongly enough that the 

chuice of these conditions is more or less arbitrary, their justifications 

being solely confined to their implications. 
One of these conditions may reasonably be that the measure of 

these uncertainties should, in a sense, reflect our intuition of the 

umount of these uncertainties. In other words, more uncertainty 

should be represented by a higher measure of uncertainty. 
Another condition may be that the measure of uncertainty should 

vanish (H = 0) for a deterministic universe, that is, for a universe 

in which there are no uncertainties. 

Finally, we may propose that the measure of uncertainty for 

two independent universes, U, and Up , Should be the sum of the 

measures of uncertainty of each universe separately. In mathematical 

language, this is 

H (U, & U5) = H (U,) + H (U,) ‘ (3) 

From this last condition we may get a hint as to the form of our meas- 
ure function, Consider for a moment our two examples, the coin and 

the die. We wish that the measure that expresses the uncertainity of 

a universe composed of a coin and a die equals the sum of the measures 

that express the uncertainties of the coin-universe and of the die-uni- 

verse, Since, in the combined universe, the number of states Ncn 

1s the product of the number of states of the component universes nc, 
N ; 

D°- 

n =n . n = 2: 6 = 12;
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and since all probabilities are equal: 

1 1 
—_ ayer as eee = p 

CD Ncp No . On 

we have with a postulated addition theorem of independent universes: 

H (Pap! = H (Po ‘ Pp) =H (Do) + H (pp) 

This relation states that the desired measure function, H, taken of the 

product of two factors, should equal to the sum of the measure function 

of the factors There is, essentially. only one mathematica! function 

that fulfills this condition, namely, the logarithmic function. Conse- 

quently, we put tentatively: 

H (p) = k + log (p) , 

with k being an as yet undetermined constant. We verify the relation 

above in H (Pan) : 

H (Pap) = & lo (Pap) = k log (Po - Pp) 

k log (P,) + k log (pp) 

Hu H (p,) + H (p)) 
Q. E. D. 

Since, on the other hand, we intuitively feel that a universe that can 

assume more States than another is also associated with a higher de- 

gree of uncertainty, we are forced to give our as yet undetermined 

constant k a negative sign: 

H(p) = -k. log (p) =k. tog (+): k . log (n), 
p 

In the simple situation of universes whose states are equiprobable, we 

have come to the conclusion that an adequate function that can be used 

asa measure of uncertainty is of logarithmic form: 

H(p) =k. log (n) = - k . log (p). (4) 

However, situations in which all states are equiprobable are 

relatively rare, and we have to consider the general case in which each
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State S; is associated with a probability pj which may or may not be 

equal to the probability of other states. Since, in the equiprobable 

situation the uncertainty measure turned out to be proportional to the 

log of the reciprocal of the probability of a single state, it is sugges- 

tive to assume that, in the general case, the uncertainty measure is 

now proportional to the mean value of the log of the reciprocal of each 

individual state: 

  

H = -k : log p,, (5) 

the bar indicating the mean value of log (p;) for all states n. 

The calculation of a mean value is simple. Take N sticks con- 

sisting of n groups, each of which contains N, sticks of length 1j;. 

What is the mean value of their length? Clearly, the total length of all 

sticks, divided by the number of sticks: 

n 

- YN l, 

l=1 
N 

Call p; the probability of the occurrence of a stick with length I; 

R= NN, /N, 

and the expression for the mean length becomes 

n n 

Ty a de PE 
N 

In other words, the mean value of a set of values is simply obtained by 

the sum of the products of the various values with the probability of 

their occurrence. Consequently, the mean value of the various values 

of log P is simply: 

  

and the uncertainty measure becomes 

n 

H = -k log p= -k Do Pp, log Pj 
1



103 

This measure function fulfills all that we required it to fulfill. It re- 

duces to the simple equation for equiprobable states, because with 

p =i 
i n’ 

n 

H = -k D> 2 tog = = -k Bog * = k In oy 

l 

consequently, H increases in a monotonic fashion with increasing 

number of equiprobable states. Furthermore, H vanishes for certain- 

ty, which we shall express by assuming only one state to appear with 

certainty, say p, = 1, while all others have probability 0. Conse- 
quently, 

n 

Ho= -k(1. log 1+ Y Oo. log 0 | = 0, 
2 

because 

1 log 1 = 0, and also 

0 log 0 = 0. 

Since the latter expression is not obvious, because log 0 = —x, 
we quickly show with l'Hospital's rule that 

lim (x . log x) = 0: 
x—> 0 

d log x 

lim (x . log x) = lim a = lim =~ 

x—>0 (1) dx (=) 

-lim /% = lim (-x) = 0. Q. E. D. 
-1/x 

Finally, we show that the addition theorem for independent universes 

is preserved, also. Let p; and p, be the probabilities of states of 

two universes, U, and Us, respectively. The probabilities of the
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combined universe are 

Pij = Pi ° Pj. 

Let n and m be the number of states corresponding to U, and Uo. 
For U,; and Up the number of states is n - m. The uncertainty of 
the combined universe is 

H(U & - -k ! (U, & U,) 2 P,, log (Pi, ) 
1 

-k / pl | up Plog (Pp, - PD 
ij 

-k p . p log (p) -k p . p log (p ) 
2 i j i u i j 8 j 
ij ij 

-k SS P, bP, log (p.) -k DP P, log (P,)- 
j i i j 

n m 

Since > p. = » P = ] , the above expression becomes 

l l 

n m 

H(U, & U,) = -k > P, log(p.) ~k } p, log (p. ) 
1 l 1 1 } J 

H (U,) + H (U,) 

Q. E. D. 

The only point that remains to be settled in our uncertainty 

measure H, is an appropriate choice of the as yet undetermined con- 

stant k. Again, we are free to let our imagination reign in adjusting 

this constant. The proposition now generally accepted is to adjust this 

constant so that a "single unit of uncertainty," usually called ‘one 

bit, '' is associated with a universe that consists of an honest coin. A 

pedestrian interpretation of this choice may be put forth by suggesting 

that a universe with just two equiprobable states is, indeed, a good 

standard with some elementary properties of uncertainty. A more 

sophisticated argument in favor of this choice is connected with prob- 

lems of optimal coding (11). However, in this framework, I have no



justification for elaborating on this issuc. Let us, therefore, acerpt 

the previous suggestion and give H the value of unity for the measur 

of uncertainty that is associated with a universe consisting of an hon 

est coin: 

I -. i i i 1 Hooin ~ } * k | 5 tog 5 + 3 log 5 | 

  

  

= k log 2 

Hence, 

ke —L | 
log 2 

and 
n 

1 
= = l 

1 

or, if we take 2 as the basis of our logarithmic scale: 

n 
H=- \) p, log, P, - (6) 

] 

With tnis expression, we have arrived at the desired measure 

of the uncertainty of a universe that is defined by n states S,, which 

occur with probability p,;. It may be worthwhile making a few 

comments to illustrate some properties of this measure function. 

First, I would like you to appreciate that for a universe with a fixed 

number of states, n, the uncertainty measure H is maximum, if 

all states occur with equal probability. A shift away from this uni- 
form probability distribution immediately reduces the amount of HI; 

in other words, reduces the uncertainty of the universe, Let me illus- 

trate this with a die that is born "honest" but "corrupts" as a conse- 

quence of its interaction with bad society. My victim is a die made 

of a hard cubical shell filled with a highly viscous glue, in the center 

of which is placed a heavy steel ball. Since there is perfect symme- 

try in this arrangement, when tossed, the die will go with equal prob- 

abilities into its six possible states. However, I am going to teach 

this fellow to show a preference for the side with one eye. To this 

end, I place under the table an electromagnet and, whenever one eve 

comes up, I give the die a short magnetic shock. This moves the 

Steel ball slightly toward the bottom, and gravitation will enhance the 

chance of its falling at the same side the next time. Table 16 lists
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TABLE 16 

TIME Py Po Ps Ps Pe Pe H bits 

t 1/6 | 1/6 |1/6 | 1/6 | 1/6 | 1/6 2.582 = logy 6 

ts 1/4] 1/6 [1/6 [1/6 11/6 | i/)2 2,519 

- 1/3 | 1/6 |1/6 |1/6 |1/6 | 0 2,249 

t, 2/3 | 1/1211/12] 1/12] 1/12] 0 1. 582 

ty l 0 0 0 0 0 0. 000               
  

the probability distribution for the various states as it may look in 

succeeding intervals, tg, t,, ty, tg, ty, between shock treatments. 

The right hand margin gives the values of H, the uncertainty of this 

universe, corresponding to the probability distribution at successive 

states, His given in "bits, '' and is calculated according to Equation 

(6). 

Another feature of the uncertainty measure H is that changing 

from a universe with n equiprobable states to another universe with 

twice aS many equiprobable states, 2n, the uncertainty increases ex- 

actly one bit: 

H i log, n, 

{ H, = log, 2n = log, 2 + log, n = 1 + H,> 
1 

Thus, a universe with 1 million states has an uncertainty of about 20 

bits. Add 1 million states, and this new universe has about 21 bits un- 

certainty. 
Up to this point, I have referred to our measure function H 

always aS a measure of uncertainty. However, a variety of terms are 

in use which all refer to the same quantity H as defined in Equation (6). 

These terms are "entropy,'' "choice," and 'amount of information. " 

To call H the entropy of a universe, or of a system, is justi- 

fied by the fact that this thermodynamical variable, when expressed in
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terms of the probability distribution of the molecules comprising a 

thermodynamical system, is defined by an equation almost identical to 

our Equation (6) for H. The importance usually given to the concept 

of entropy stems from one of the consequences of the second law of 
thermodynamics, which postulates that in a closed thermodynamical 

system the entropy must either remain constant (for thermal equilib- 

rium), or go up, but it can never decrease, This is an expression of 

the fact that, in "natural systems," the distribution of the probabili- 

ties of states tends to uniformity, as exemplified by a bucket of hot 

water inacold room. After a while, the thermal energy of the bucket 

will distribute itself more or less uniformly over the room (equilibrium; 

all pj alike; H is maximum). Consequently, a thermodynamicist, un- 

aware of my magnetic contraption, who watches my die violating the 

second law of thermodynamics as it slowly, but surely, moves from 

high values of entropy to smaller and smaller ones, will come to the 

conclusion that a Maxwellian demon is at work who alters selectively 

the internal organization of the system. And he is so right! I, of course, 

am the demon who Selectively switches on the magnet whenever the 

die shows one eye. 

Sometimes, H, as defined in Equation (6), is referred to as 
the amount of choice one has in a universe consisting of n items, in 

which one is permitted to pick items with a probability P; associated 

with item S;. All the considerations of intuitive nature which helped 

us to define a measure function for uncertainty—in particular, the 
addition theorem—can as well be applied to a measure function of 

choice. Consequently, the resulting function, expressing a measure 

of choice, is identical with the function expressing a measure of un- 

certainty—even with regard to the units, if a unit of choice is associ- 
ated with a well-balanced temptation between either one of two choices, 
as is illustrated so beautifully by Burdidan's Ass. 

Finally, H is also associated with an "amount of information" 
in a situation in which the actual state of a universe, whose uncertainty 

is H, is transmitted by an observer to a recipient. Before the re- 
Cipient is in possession of the knowledge of the actual state of the uni- 
verse, his uncertainty regarding this universe is H. The question 
arises as to how much he values the information about the actual state 
of the universe when transmitted to him by the observer. All the con- 
Siderations of intuitive nature that helped us to define a measure of un- 
Certainty are applicable here, too, and the resulting function express- 

ing a measure of information is identical with H as defined in Equation 
(6). Since, in a communication situation, the states" in question are 
Usually symbols, H is usually referred to in bits per symbol. If the 
observer transmits symbols at a constant rate, H may also be ex- 
Pressed in bits per second. 

if, in our vocabulary—presumably consisting of about 8, 000
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words—we were to use each word with equal probability, our linguis- 

tic universe would have an uncertainty H of 13 bits (H = log, 8192 

= 13). However, due to our using various words with different fre- 

quencies, the uncertainty of our linguistic universe is somewhat smal- 

ler and has been measured to be about 11 bits (12). Consequently, 

whenever I utter a word, I transmit to you, onthe average, 11 bits of 

information. Since I utter approximately three words/sec, my rate 
of generating information is about 33 bits/sec. (1 hope nobody will tell 

me that what I generate is not information but noise. ) 

I hope that in this short outline I have been able to show that 

one and the same expression, namely, - > P, log, Py , represents a 

measure for various concepts 1n various situations. This is reflected 

in the various names for this expression as, for instance, uncertainty, 

entropy, choice, and information. This state of affairs may well be 

compared to mechanics, where the product of a force and a length rep- 

resents ''work" in one context, but "torque" in another context. 

The next step in my development is to use these quantitative 

concepts to construct still another measure function, this time a meas- 

ure of "order.'' Again, I shall be guided by intuitive reasoning when 
selecting from the vast amount of possible measure functions the one 

that fulfills some desired criteria. First, I would like to suggest that 

whenever we speak of "order" we mean it in a relative sense, that is, 

we refer to the state of order of a particular universe. We say that a 

room is in various states of order or disorder, or that a deskisa 

mess, and soon. Hence, if we wish to state that a given "universe" 

is in complete disorder, our function representing a measure of order 

should vanish. Conversely, perfect order may be represented by a 

value of unity. Consequently, various states of order of a given uni- 

verse may be represented by any number between zero and one. Fur- 

ther hints as to the general form of the function that expresses an 

order measure may be taken from the truism that our uncertainty H 

about a completely disordered universe is maximum (H = H_.,), 

while, in a deterministic universe, (H = 0) order is perfect. This 

suggests that a measure of order an observer may associate with a 

particular universe is just the difference between his actual and maxi- 

mum uncertainty of this universe in reference to maximum uncertainty. 

Accordingly, we define tentatively, 9 , a measure function of order 

by: H -H 
_ _max H 

0-H max H 
  (7) 
max 

Clearly, the two conditions as discussed above are fulfilled by this 

function, because for H = Hma, the order measure will vanish 

(Q = 0), while for perfect order the uncertainty vanishes and the 

order measure approaches unity (9 = 1).
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I propose to further test this expression, now under addition. 

Assume two universes, U, and Uo, with which we may associate meas-— 

ures of actual and maximum uncertainty, H,, H,., and Ho. We 

further assume both universes to be in the same state of order: 

H 

ore cee ge ee 
1 Amt 2 Hm2 | 

or 

H H 
l - 2 

Hl Hn 

This condition is fulfilled if 

and H = k H 

I now propose to drop the distinction between the two universes 

and treat both as parts of a large universe. What is the measure of 
order for this large universe? With Equation (7) defining 9, Equa- 
tion (3) the addition theorem for H , and the above identities, we have 

  

  

  

H H H, (1 + k) 
g=1-i~ 2 = 1-1 

mi Hin Aa + k) 

H 

-1-s = Oy =, , 

mi 

In other words, by combining two equally ordered universes, the meas- 

ure of order remains unchanged, as it intuitively should be. 

This measure of order will be helpful in making quantitative 
estimates of the changes in the internal organization of our inductive 

inference computer during its interaction with the environment. Pres- 

ently, let me give you a few examples of systems whose order in- 

creases at the cost of external or internal energy consumption. [{ have 

already given one example: the magnetic die. Table 17 lists the 

Values of 2 for the various time intervals and uncertainties given in 

Table 16.
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TIME ty ty to ts ty 

H 2.582 2.519 2.249 1.582 | 0.000 

0 0. 000 0. 025 0.129 0.387 | 1.000               
  

Another example may be the growth of crystals in a supersatu- 

rated solution. Again, the organization of the system increases as the 

diffused molecules attach themselves to the crystal lattice, reducing 

in this process, however, their potential energy. 

PRIBRAM: This poses a problem, because the biologist is 

less interested in this sort of order than he is in the one that involves 

sequential dependencies. This is why a hierarchical measure of some 

sort would be more appropriate, unless you can show how you can de- 

rive it from your equation. 

VON FOERSTER: My measure of order is so general that, I 
believe, there shouldn't be any difficulty in dealing with the type of or- 

der that arises from sequential dependence. Permit me to suggest how 

I think this may be done. Sequential dependencies express themselves 
in the form of transition probabilities p,,, that is, the n@ probabilities 

for a system that is in state Sj to go into state Sj. If the states of a 
system are independent of previous states, as is the case with the coin 

and the die, all p;.'s are, of course, just the p,'s. However, a sys- 

tem that learns will develop strong sequential dependencies as you sug- 

gested, and, hence, will shift the p,,;'s away from the p,'s. Again, a 

measure of uncertainty H can be defined for this state of affairs 

simply by working with the mean value of the various uncertainties 

H;, as they can be computed for all states that immediately follow state 

Si. Since 

n 

j=l 

we have our rule of developing a mean-value:
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ifn, the number of states of the system, remains the same, 

Hmax = logg n is unchanged and we may watch how 2 increases 

steadily as the sequential constraints are going up—that is, as H 

is going down—while the animal is being trained. 

Since changing the internal organization of a system, whether 

in a spatial or temporal sense, to higher and higher levels of organi- 

zation is a crucial point in my description of so-called "self-organiz- 

ing systems" that map environmental order into their own organiza- 

tion, let me establish the criteria which have to be satisfied if we wish 

our system to be such a self-organizing system. Clearly, for such 

systems, {. should increase as time goes on, or: 

dQ 0. 
dt 

Since our measure of order is a function of H and Hnax? both 

of which may or may not be subjected to changes, we obtain the de- 

sired criterion by differentiating Equation (7) with respect to time:* 

  

Hy, GH on 
dQ . dt Wat > 0. 
dt H° 

m 

This expression can be transtormed into something more tangible. 

First, we note that for all systems of interest, H,, 70, because only 

for systems capable of precisely one state H,, = logo 1 = 0. Second, 

we divide both sides of the unequality with the product H . H,, and 

obtain the important relation: 

1 dHm 1 dH 1 i. dH (8) Hm at H dt 

This says that if, and only if, the relative increase of maximum un- 
certainty is larger than the relative increase of the actual uncertainty, 

then our system is in the process of acquiring higher states of internal 
organization. - 

BOWER: Are empirical considerations operating here? 

VON FOERSTER: No, not a single empirical! consideration. 

This is a straightforward derivation starting from one definition and 

uSing one criterion. 

  

  

*For typographical reasons Hyg, will be written H,,,.
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BOWER: Ican think of several counter-examples in which, 

although something is being learned, the behavior is becoming increas- 

ingly more random or disordered, in your sense. For example, Iam 

sure I could train a rat to vary his behavior from trial to trial in a 

way that is completely unpredictable to me; one simply reinforces vari- 

ance differentially according to some criterion—for example, by re- 

inforcing a rat's lever press only if its latency differs by at least 2 

sec from the preceding lever press. Second, in extinction of learned 
behavior, the reference response declines in strength and occurs less 

certainly. You would describe it as increasing disorder, yet itisa 

lawful and uniform process, particularly so when competing responses 

are recorded. 

VON FOERSTER: I would say that in such a situation training 

enlarges the behavioral capacities of the rats by creating new states 
in the rat's behavioral universe. Hence, you operate on Hma,x such 

that dH,,/dt is larger than zero, If these animals do not deteriorate 
otherwise, by letting H go up too fast, you have indeed taught them 

something. 

JOHN: Would you define H,,,4,, please? 

VON FOERSTER: Hmax can be defined simply as the uncer- 

tainty measure of a system with equiprobable states that are also in- 

dependent of their precursor states. Under these conditions, as we 

have seen earlier, Hmax is just logo n, where n is the number of 

states, 

JOHN: Precisely. Therefore, it seems to me that the deriva- 
tive of H,, with respect to time must always be zero. 

VON FOERSTER: That is an excellent suggestion. You pointed 

out one of the fascinating features of this equation, namely, that it ac- 

counts for growth. You have already anticipated the next chapter of my 

story. 

To see immediately that dH,,/dt must not necessarily always 
be zero, let me replace Hy, by logon, or, for simplicity, by a ln 

n, wherea = 1/In 2 is a scale factor converting base 2 log's into 

natural log's. Then: 

mstg,_dinn .adn. (9) 

Consider for the moment an organism that grows by cell division. In 

the early stages of development the number of cells usually grows ex- 

ponentially: 

rt
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and, with 

H =aitnn=ailn t adt, 
m " "0 (10) 

the rate of change of maximum entropy becon es 

dH 

which iS a positive constant! This means that the actual entropy H of 

the system must not necessarily decrease in order for the system to 

acquire higher states of organization According to Equation (8), it 

is sufficient that the relative rate of change of H remains just below 

that of Hn x? An observer who pays attention only to the increase 

of the actual uncertainty H may get the impression that his system 

goes to pot. If we look at our cities today we may easily get this im- 

pression. However, if we consider their rapid growth, they repre- 
sent centers of increasing organization. But, to go back to the popu- 

lation of dividing and differentiating cells: Organized growth of tissuc 

represents considerable constraints on the possible arrangement of 

cells, hence, the probability distribution of their position is far from 

uniform. Consequently, H changes during the growth phase of the 

organism very slowly indeed, if at all. Nevertheless, a conservative 

model for a tentative expression for the growth of H after Fquation 

(10) is: 

H=a Inn + wa At, (11) 

where & < 1. The measure of order for the growing organism be- 
comes, with Equations (10) and (11), 

In ng + # At 

Q =i -   
In na + At 

Al early stages of its development (t = 0), we have 

N(0) = 0, 

while at its mature state (t — =x ): 

G(x ) = 1 - p> 0; 

that is, the organism is indeed an" organism "'
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The possibility of accounting for the acquisition of higher states 

of organization by incorporation of new states into the system—pro- 

vided that this incorporation takes place in an orderly fashion—has 

been illuminated for me by the beautiful work reported here by Dr. 

Hydén. Let us take the neuron nucleus as the universe under consid- 

eration. The organizational increase can be quite formidable, as can 

be seen from Equation (9), which sets the absolute rate of maximum 

uncertainty proportional to the percentage rate of increase in the num- 

ber of ordered elements. Since there are only 80, 000 molecules in 

the nucleus, only a couple of thousand molecules, modified according 

to Dr. Hyden's ingenious mechanisms, may add substantially to the 
2 of the system. 

These have been somewhat general remarks about the use of 

numbers in describing systems in various states of order, expressing 

an amount of uncertainty, complexity, or "perplexity, ' as one of my 

students suggested, associated with these systems and, finally, the 

amount of information that is required to specify them. I will return 
now to the topic of our Conference where these numbers may become 

useful . 

At issue is an important property of the functioning of our ner- 
vous system. We call it ''memory." In looking for mechanisms that 

can be made responsible for this property, I strongly suggested that 

we not look upon this system as if it were a recording device. Instead, 

I have proposed looking at this &, stem as if it were a computer whose 

internal organization changes as a result of its interaction with an en- 

vironment that possesses some order. The changes of the internal or- 

ganization of this computer take place in such a way that some con- 

straints in the environment which are responsible for its orderliness 

are mapped into the computer's structure. This homomorphism "en- 

vironment-system"' reveals itself as "memory" and permits ihe sys- 

tem to function as an inductive inference computer. States of the en- 

vironment which are, so to say, ‘incompatible with the laws of nature, " 

are also incompatible with output-states of the computer. 

lam going to apply now the numerology of information theory 

to some of the known features of the nervous system, and we shall see 
what kind of conclusion can be derived from these numbers. The first 

number I am going to derive is an estimate of the amount of informa- 

tion necessary to specify a "brain.'' As I pointed out earlier, in order 

to make any progress in making such estimates, one has first to speci- 

fy the "universe''—in this case it is the brain—in terms of a finite 

number of states and the probability of their occurrence. If this is done, 
H (Brain) can be calculated from Equation (7). To this end, I suggest 

interpreting "brain" as a set of finite number of elements, the neurons, 

which are interconnected to each other in some fashion, forming a huge 

network. I propose to make these connections "directional" by putting



115 

imaginary arrows on the connection lines in order to suggest unidirec- 

tionality of the propagation of impluses along the axons away from the 

cell body. The universe under consideration is, then, all possible net- 

works that can be formed by connecting the elements, and a particular 

state of this universe is a particular network. I have now to estimate 

the number of states of this universe, in other words, the number of 

different networks that can be composed by directionally connecting 

n elements. The question as to what differentiates one network from 

another can be approached from two different points. One approach is 

a purely structural one, where the operational modalities of the nodal 

elements are ignored; the other approach takes these modalities into 

consideration. I suggest looking first into the purely structural fea- 

tures, and only later into the possible operations that are carried out 

by each neuron in a structurally defined network. 
The problem of counting the number of nets which can be form- 

ed by directionally connecting n elements is solved easily with the aid 

of a connection matrix. This is a square matrix of n rows and n 

columns labeled according to the label of each element (Fig. 95). If 

element Ej is connected to element Ej, a "one" is inserted into 

the i-th row at the intersection of the j-th column. Otherwise, a''zero" 

is inserted. Thus, the particular way in which "ones" and "zeros" ap- 

pear in the matrix uniquely determines the corresponding network. 

Hence Y , the number of ways in which "ones" and "zeros" can be 
distributed over the n* entries of the matrix, is also the number of 

different nets that can be constructed by directionally connecting n 

elements. With two choices at each entry, this number is 

Since my ignorance is complete in regard to the question of 

whether one net is more probable than another, my universe is popu- 

lated by equiprobable states, and, hence, I associate with it an un- 

certainty: 

2 

H = logs 2° = ne bits/net. 

In other words, n? bits of information are necessary to specify a 

particular network, as could have been seen directly from the connec- 
tion matrix where n“ binary choices had to be made when putting 

"ones" or "zeros" into the n“ entries in order to specify a particular 

network. 

Estimates of the number of neurons in a human brain center 

around 10 billion. Consequently,
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H = (101 %?2 = 107° bits/brain. 

Let us see whether or not the information that is needed to specify just 

the connection structure of the nervous system—not to speak of the 

specifications of the operational modalities of its elements—can be 

gerretically determined: Fortunately, there exist good estimates for 

the information content of the genetic program. The most careful one,
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| believe, is still the one made by Dancoff and Quastler (3). From vari- 

ous considerations, they arrived at an upper and lower limit for the 

amount of uncertainty H G in a single zygote: 

0 CH, < 19 } 

In other words, the program that is supposed to define the structure 

is, by a factor of, say, 1019 off the required magnitude! This clear- 
ly indicates that the genetic code, which determines far more than just 

the nervous system, is incapable of programming nets of the unrestric- 

ed generality, as considered before. One way out of this dilemma is to 

assume that, de facto, only an extraordinary small amount in the struc- 

ture of the nervous system is genetically specified, while the over- 

whelming portion is left to chance. Although the idea of leaving some 

space to chance-connections is not to be rejected entirely, it does not 

seem right to assume that only one hundredth of 1%, or less, of all 

neurons have specified connectivities. This assumption, for instance, 

would make neuroanatomy impossible, because the differences in brains 

would far outweigh their likenesses. 

Another way out of this dilemma is to assume that the genetic 

code is indeed capable of programming a large variety of networks, 

each of which, however, involves only a small number of neurons, and 

each of which is repeated in parallel over and over again. Repetition 

of a particular structure in parallel requires very little information in- 

deed, the only command being: "Repeat this operation until) stop.'' The 

various kinds of networks may then be stacked in the form of a cascade 

(Fig. 96). In a very crude way, the appeal of this picture is that there 
is some resemblance to the various laminate structures that are ob- 

served in the distribution of neurons in the outer folds of the brain. Let 

us see now what numbers we obtain if we assume that the whole system 

of parallel networks in cascade is specified by the genetic program. 

I propose to consider a small elementary net that involves only 

2n neurons, half of which are located in one layer, say L,, and the 

other half in an adjacent layer Lo (Fig. 96). The axons of neurons in 

L1 contact those in Lg, but there are no return pathways assumed in 
this simple model. Since the total number of neurons located in each 

layer is supposed to be large, say N, the complete connection scheme 
for the two layers is established by shifting the elementary network 

parallel to itself in both directions along the surface of the layers, 
The number of parallel networks is, thus, 

p.-WN 
n 

Again, a connection matrix for the elementary network can be
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Figure 96. Cascade of C unlike networks composed of P like 
nets in parallel. 

drawn with n rows and n columns, corresponding to neurons in layers 

Lj and Lo, respectively, where, at the intersection of a row with a 

column, the absence or presence of a connection between the appropri- 

ate neuron in L) with a neuron in Lo is indicated by a, "zero" ora 

"one. '' Consequently, the number of nets is again 2”, hence, the un- 
certainty of this elementary network is 

Although P such nets are working in parallel between layers 

Ly and Lg, the uncertainty for the whole network connecting these 
two layers is still only n“, because there is no freedom for even a 

single connection in any one of the P networks to change without the 

corresponding changes in all other nets, since their connectivity is 

determined by the connection matrix which functions as a genetic mold 

from which all P nets are cast. 

I propose to assume that a different connection matrix controls 

the connections between the next pair of layers (Ly, L.), and so on, 

in the cascade of C layers. The uncertainty of the system as a whole 

is, therefore,



_ 2 
H, = ne 

and is assumed to be specified by the genetic code. Hence: 

On the other hand, we have to accommodate in the whole system 

a totality ot N neurons which are distributed among C layers of nP 

neurons each: 

N = nPc. 

Eliminating n, the number of cells in an elementary network, 

from the two equations above, we obtain a relation between the number 

of cascades and the number of parallel channels in each cascade 

2 
N 

HG = “Gp? 

or 

~ " 

|
|
 J. 

gq © 

TABLE 18 

  

H G bits 

  

10° 10° 1029 
  

C Pp n C P n C Pp n 

  

107 | 1.108 | 100 | 102 | 1.10° | 1000 | 102 | 1.104 10° 
  

10° | 3.109 | 30 | 10% | 3.104 | 300 | 102 | 3.102 | 3000 
  

107 | 1.10 10 | 10* | 1.10% | 100 | 104 | 1.10° | 1000 
    10° | 3.10 3 | 10° |3.10° | 301 10° | 3.107 | 300 
                  | 108 1.104 1 | 10° | 1.102 10 | 108 | 1.102 | 100   
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Table 18 gives for three reasonable values of the genetic in- 
formation Hg, a set of five values for triplets C, P, n, which sat- 

isfy the above equation. 

Among the various choices that are given in Table 18, it seems 

to me that, for an assumed genetic information of 108 bits/zygote, a 

system that, onthe average, consists of 1,000 layers (C = 10° ), each 
layer incorporating 30,000 parallel elementary networks (P = 3. 104 ) 

which involve 300 neurons each, is, in the crudest sense, a structural 

sketch of cortical organization which may, perhaps, not be dismissed 

immediately for being completely out of the question, quantitatively. 
Although this picture is extremely crude, the merit of it—if 

there is any merit at all—lies purely in its way of suggesting, among 

the vast amount of possible features, certain ones that may deserve 

closer inspection. 

I would now like to point out a few implications as they seem to 

me of relevance to our topic. First, the possibility of parallel channels 
permits us to deal with relatively small nets for which an adequate 

theory may eventually be devised. I shall report briefly in a moment 
on the present state of affairs in the theory of small computing nets. 

Second, a network that consists of periodic repetitions of one and the 

same elementary network computes on its stimuli the same functions, 

irrespective of a linear translation of the stimulus distribution. Hence, 

parallelism implies translational invariance. 

I have just referred to the elementary network as "computing 

nets,'' and I owe you an explanation for why this may be an appropriate 

term. At the same time, we shall see what these networks compute, 

what their computational possibilities are as constituents of large 

parallel nets, and, finally, how they may modify their operational mod- 

alities as a consequence of the results of earlier computations. 

Since 1958, at the University of Illinois, we have been looking 

at the computational possibilities of periodic networks. We have been 

encouraged in our activity by the various findings of Lettvin (8), Matu- 

rana (9), Mountcastle (10), Hubel (5, 6), and others concerning the 

computation of abstracts in small nets arranged in parallel. The prin- 

ciple idea (1, 7) is to associate geometrical concepts with the connec- 

tion scheme that prevails between two layers which are the loci of even- 
ly distributed computational elements (Fig. 97). 

Assume that from a small area, dA, located at r} in layer Lj, 

fibers descend in all directions to synapse with elements located in 

layer Lo. Consider the bundle that synapses wath elements located at 

lo in Lo. Along this bundle a certain fraction, A, of the activity, 

a r1) dA, that prevails in the vicinity | of r;, is passed along and 
elicits an infinitesimal response, dp (Po ), in the elements located in 

the vicinity of ro in Lg. Let this response be proportional to the 

stimulus activity in r, :



  

  

    
deli) = o(i@)K(A) dA 

Figure 97. Geometrical relationships in an action network. 

de(r,) = AK (rT). To.) a (7) dA, 

with K ( ry ' ro ) the proportionality "constant, '' which mav have dit- 

ferent values from point to point in the stimulus layer L, as well as 

in the response laver L,. This is suggested by letting K be a function
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of the loci ry and ro . Since K is uniquely associated with the bundle 

of fibers that connect elements at r, with those at ro, we have in K 

the parameter that represents the action of the elementary network 

which connects the two layers L, and Lo. From here on, I shall re- 

fer to K as the "action function" of the elementary network. This net- 

work is supposed to repeat itself with periodicity, say p, in both di- 

rections, hence 

K (x + ip, y + jp; u + ip, v + jp) = K (x, y; u, v) 

i, j = 0; +1; +2; +3; ..... 

and, consequently, K isa function of only the distance 

> > > 

O= vr - Pr 
2 1 

between the two points under consideration: 

K (rT) TQ) = (Fr, - ry) = K (4) 

5 The response at ro that is elicited by the contribution from 
rj is, of course only a fraction of the response elicited at ro. In 
order to obtain the total response at Tj we have to add the elementary 

contributions from all regions in the stimulus layer: 

e(r.) = Ji, K (a) o(r,) dA. (13) 

If the action function K ( & )is specified~—and my suggestion was 
that it is specified by the genetic program—then, for a given stimu- 

lus distribution, the response distribution is determined by the above 

expression. The physiological significance of the action function may 

best be illuminated by breaking this function up into a product of two 

parts: 

> 

K(&)=D(4) .T( 24) (14) 

where D ( A) represents a change in the density of fibers that arise 
in ry and converge in F5 . Hence, D (4 ) isa structural para- 
meter. T (4 ), on the other hand, describes the local transfer func- 
tion for fibers that arise in Tr} and synapse with neurons in the vicinity 
ro. Hence, T ( 4 ) is a functional parameter. 

I hope that I have not unduly delayed an account of what is com-



puted by these nets. Unfortunately, I cannot give a detailed account of 

the various computational results that can be obtained by considering 

various action functions, K. Let me go only so far as to say that the 

results of these computations are invariants, or abstracts, of the stim- 

ulus distribution. I have already discussed invariance against trans- 

lation as the prime bonus of using networks in parallel. Furthermore, 

it may not be too ditficult to imagine the kind of abstracts that are com- 

puted if the action function, K, possesses certain symmetry proper- 

ties. Consider, for instance, the three fundamental types of symmetry 

to hold for three types of action functions: the symmetric, the anti- 

symmetric and the circular symmetric action function defined as fol- 
lows: 

K (42) K (--4), 
§ S 

K, (4) = -K, (- 4), 

K, (8) = Ko (lal). 

Clearly, Kg gives invariance to reversals of stimuli symmetric to 

axes y=0 and x = 0, thatis, a figure 3 into ©, or M into W; 

while Kq gives invariance to reversals of stimuli symmetric to lines 

y = x, thatis, ~ into S, and > into V. Finally, K, gives invariance 
to rotations, that is, almost all previous reversals plus N into Z. 

| Maybe you have recognized in some of the properties of these 

action functions a resemblance with properties Hubel and others have 

observed in the response pattern of what they called the "receptor 

field." There is indeed a very close relation between these two con- 
cepts, because knowing the ''domain" of the action function, that is, 

the celis in the target layer that are "seen" by a single cell in the 

source layer, enables one at once to establish the domain of the "re- 

ceptor function. ''' That is, the cells in the source layer that are seen 

by a single cell in the target layer. Let G( A) be the receptor function, 
then we have 

G, = Kai G, = -K, ; G. = K. 

At this stage of my presentation it may be argued that all this 

has to do with now well-established filter operations in the nervous sys- 

tem, but what has it to do with memory? It is true that in the foregoing 

I have indeed attempted to suggest a rigorous framework in which we 

can discuss these filter operations. But what if they arise from inter- 

action with the environment? How would we interpret the computation
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of an invariant if it results from past experience, or if it is the result 

of some learning process? I venture to say that we would interpret 

such adaptive computations of abstracts precisely as the functioning of 

a "memory" which responds with a brief categorization when interro- 

gated with a flood of information. My remembering Karl Pribram can- 

not consist of interrogating a past record of all attitudes, gestures, 

etc., that Ihave stored of him. The probability that I find among these 

the ones with which I am presented at this moment is almost nil. Most 

probably, they are not even there. What I have built in, I believe, is 

a net of computers that compute on the vast input information which is 

pumped tnrough my visual system all that is ''Pribramish'" — that is 

all categ ries that define him and only him—and come up with a terse 

name for all these categories which is "Karl Pribram."' 

In order to support this thesis, my task is now to show that it 

is indeed pe ssible to teach the kind of computing networks which I have 

discussed to shift their computational habits from the computation of 

one type of abstracts to the computation of other abstracts. In the lan- 

guage of the theory of these computing networks, my task is now to 
show that the action function K, which uniquely determines the com- 

puted invariant, is not necessarily an unalterable entity, but can vary 

under the influence of various agents. In other words, the temporal 

variation of K does not necessarily vanish: 

éK #4 OO. 

Before I go into the details of my demonstration, I have to confess that, 

to my knowledge, we are today still far from a satisfying theory of a- 

daptive abstracting networks. The kind of mathematical problems 

which are soon encountered are of fundamental nature and there is as 

yet little help to be found in the literature. Hence, I will not be able 
to present spectacular results today. On the other hand, I hope that 

the following two simple examples will be sufficiently explicit as toin 

dicate the main line of approach. 

In my brief outline of some features of parallel networ's, I 

suggested that under certain conditions the genetic program may suf- 

fice to specify all networks in the system. In my terminology, a net- 

work connecting two layers is specified if the action function, K ( a), 

for the elementary network is defined. The whole network is then gen- 

erated by simply shifting the elementary network along all points of the 

confining layers. In my following discussion of variable action func- 
tions, I still propose to think of a genetically programmed action func- 

tion, say, Kg ( 4 ); but now I consider this action function to be 
subjected to some perturbation. Due to my earlier suggestion [Equa- 

tion (14) ] that we think about this action function as being composed of 

two parts, a structural part D( & ) anda functional part T ( 4 ),
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Figure 98, Geometrical relationships in an action function that 
is defined by an ideal one-to-one mapping. 

we may now consider the perturbation to act on either T or D . or 

On both. Although I realize that the assumption of structural variatio.: 

in neural nets is not too popular, I will give as my first example the :: 
Sults of just such a structural perturbation which you may, perhaps, . 
cept as a possibility which prevails during the early phases of the for- 
mation of these networks.
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Assume that the simplest of all possible elementary networks 

is being programmed genetically (Fig. 96). It is a net consisting of 

precisely two elements, one in layer L,, the other in layer Lo. 

Since 2n = 2, we have n = 1, and the uncertainty for this net is 

H = 1 bit/net. 

The genetic program says: "Connect these two elements!" In mathe- 

matical terms, the mapping function, D( <& ), that represents the 
structure of the net can be expressed by the Dirac delta function 

D(A ) = (| a |), 

Ofor x # Xo 
where 6(xX - Xp) - ’ 

efor xX = Xo 

+} oo 

and fs - x5) dx = 1. 

For simplicity, let us assume the transfer function T (2) to be just 
a constant: 

T( BOB )Fta. 

With these, the action function is simply 

K( & )z=ab(lal), 

and the response in layer Ly for a given stimulus in L, is after 

Equation (13): 

p(ro) = adf 8 (jal) o(r,)dA = ado( Tp) 

Ly 

In other words, the response is an identical replica of the stimulus 

with modified amplitude due to the factor aA, aS was to be expected 

by this simple connection scheme. 

Assume now that during the process of the realization of this 

network, it is impossible for the fibers descending from L, to make 

appropriate contacts in Lo, and suffer random deviations due to the 

presence of the intermediate glia cells. A fiber bundle leaving at rj, 
and destined to arrive at r5 , will be scattered according to a Gaussian
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Figure 99, Geometrical relationships in an action function that 
arises from a random perturbation of an ideal one-to-one 
mapping. 

distribution. Hence, the mapping function becomes: 

D (2B ) » exp [-a7/2h7] , 

with h representing the variance of this distribution (Fig. 99). 

Assume, furthermore, that the transfer functions for inhibitory 

and excitation connections are constants, but different for the two kinds »
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Figure 100. Graphical representation of a Gaussian (Normal) 
distributed action function. (a) Excitatory and inhibitory distribu- 
tion separated. (b) Composite of excitatory and inhibitory dis- 
tribution function. 

(+a,)) and (~a5). Introducing corresponding variances, h, and ho, 

the action function of the elementary network becomes: 

+ 2 2 
K ( a ) = a, exp [- 4 jan; | 

2,5, 2 - 4a - A 2 oP [ /2h5 | .
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Figure 101. Response distribution elicited by a uniform stimulus 

confined to a square. Contour detection is the consequence of 
an action function obtained by superposition of an excitatory and 
inhibitory Gaussian distribution. 

and the stimulus-response relation can be established with Equation 

(13). For uniform stimulus, ¢ = g,» the resulting response is also 

uniform: 

- 2 2 - - = t., 15) P(r, ) oy) (a, hy a, ho) cons ( 

and vanishes for 

2 2° (16) 

This condition is assumed in the graphical representation of the Gaus- 

Sian action function in Fig. 100, and also in Fig.101, which shows the 

response activity in layer L,, if the stimulus pattern is a uniformly 
illuminated square. The interesting feature in the composite picture 

of Fig. 100 as a pronounced lateral inhibition of the fiber bundles acting 

on aeurons located in Ly. The consequence of this action function is 

a computation of a contour by the elements in Lo. This contour is most 

conspicuously present if uniform stimulation elicits no response, or, 

in other words, if the condition expressed in Equation (16) is fulfilled.
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Since there was nothing in our assumed program that could have 

specified such an exacting condtion, adaptation is the only mechanism 

that can be made responsible to accomplish this. In other words, the 

action function that has evolved so far has to be submitted to further 

changes, if the ideal connection conditions expressed in Equation (16) 

have not perchance established themselves spontaneously. This chance, 

however, is extremely small and, after formation, we may expect the 

network to be in a state where the equality sign in Equation (16) should 

be replaced by an inequality sign. 

The question now arises as to what is going to change, how is 

the change to be accomplished, and what is the cause of this change? 

If I understood correctly some of the remarks that have been made 
during this meeting, then I am not permitted to change the structure 

of the network as it has evolved so far, because after the synaptic con- 

nections are established they are rigidly maintained. The only escape 

which is now left to me is to change T ( A ), the transfer function, 

or, as I referred to it earlier, the operational modality of the nodal 

element in this network. 
ROBERTS: Why are you not permitted to change structure? 

VON FOERSTER: Iam just following the suggestions that were 

given earlier, I believe, which do not permit me to move synapses a- 

round. They are fixed. 

SPERRY: But you can't do that because, earlier in the Con- 

ference, at least from the point of view of chemistry and microbiology, 
I didn't hear any loud objections when we were discussing the idea that 
there could be structural changes at synapses. 

VON FOERSTER: Yes, but in my terminology, these would be 

functional changes of the transfer function, caused by some sub-micro- 

scopic changes in the synaptic structure. I don't know whether they can 

be seen in the microscope. Let me just add that I would be very happy 

indeed if I were allowed to make changes in the network structure. But 

what I am trying to say is that, even if no structural changes are per- 

mitted in my networks, I am still able to devise a computer that changes 

its internal organization, because I can now change the transfer func- 

tion of my elementary components. I believe this is what Sir John was 

showing when he pointed out the variation in the efficacy of synaptic 

transmission. 

Going back to my action function, I propose now not to change 

the structural part, D ( 4), which established itself as a random 
distribution of connecting fibers, and to permit the local transfer func- 

tion, T (4), to be submitted to some perturbation. The transfer func- 

tion, as I introduced it earlier, was of the most simple kind. It con- 

sisted of just two constants, (+a,) and (-—a.), for excitation and in- 

hibition, respectively. Assume that, after the contacts have been es- 

tablished, these two constants have some initial values, say, (+a)9)
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and (-499). However, the crucial condition for optimum contour ex- 

traction (Equation 16) is not initially fulfilled: 

2 2 
ajghy # aggho . 

Since in this equation the variances of inhibitory and excitory connec- 

tions are structual parameters (and according to my rules they are 

tabu), I have to let something operate on either aj9 Or a in order 

to obtain the desired equality. Among the many possibilities that offer 

themselves from a purely hypothetical point of view, let me submit one 

that has, for me, at least, the ring of plausibility. Let, for example, 

the left-hand side in the inequality exceed the right-hand side. I shall 

now assume that at least one of these transfer functions, in this case, 

a), the inhibitory transfer function, will increase its efficacy due to 

the overall activity of the responding network. In other words, I don't 

make this feedback loop a local affair, but rather an affair in which 

the activity of whole cell complexes, plus their surrounding tissue, 

may be involved. Formulated precisely, I have 

da, 

at 

= cR, 

  

where R_ stands for the total response of the layer L,: 

R = f p(t) dA. 
Lo 

In order to get a rough picture of what happens under these conditions, 

let the universe of our system be a dull one, with occasional appear- 

ances of objects that are "seen'' by the elements in L,, but otherwise 

is uniformly illuminated. In this case, R can be evaluated at once with 
the aid of Equation (15): 

2 2 
R = (ajoh - aghs) . St), 

with S (t) the total stimulation applied to layer L, as a function of 
time. Inserting this into Equation (17), one obtains a differential equa- 
tion in Ao: 

  

2 2 
= cd (Ayohy -8oho) . S(t) , 

with the initial condition
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and its solution: 

t 

2 2 2 2 
agho = ayghy - (aj gh, - Boone ) exp(-hoc fs (t) dt ) 

0 

The first term represents the desired condition as expressed in Equa- 

tion (16), while the second term, due to the decaying exponentia] even- 

tually must vanish, whatever the history of the stimulus Sf Sdt 
might have been. 

Although this is admittedly an almost trivial example of an 

adaptive network, it enabled me, without too much acrobatics, to get 

my point across that a computer originally conceived as an ideal re- 

peater, when exposed to the roughness of a real world, transforms 
itself to a perfect contour detector. This is the more surprising if 

one considers for a moment that this machine of considerable sophis- 

tication grew from a genetic specification that required, as you may 

remember, only one single bit of information! 
With this example, I could retire now if another argument would 

not loom in the back of my mind: That, again, I could be accused of 

having merely presented the story of an adaptive filter mechanism, 

without having even touched the profound problem of memory. 

Fortunately, in this dilemma a charming, but not immediately 

obvious, property of the Gaussian action function comes to my rescue. 

It turns out that if the condition in Fquation (16) is fulfilled, in the vi- 

cinity of points lo along the contour in the response layer L, , this 
connection scheme produces a mean response density, PK ro ), that is 

proportional to the curvature of the contour. | Take R (To) to be the 

radius of curvature of the contour at point ro » and k to bea constant, 

then 

P(ro) = k/ R (PQ). 

In the first approximation, the total response, R , is the activity 

integrated over the whole contour 

* ds 

where ds isa line-element along the contour. But 

ds = R (rp) dv 

with WwW representing the polar angle from the center of curvature.
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Hence, 

V9 _ v2 
R = k fz ro) dw = k [a9 = size invariant 

¥1 (ey V1 

  

[
|
 ~ 

In other words, the only function that carries the information about the 

size of the object, namely R, cancels out, and the resulting response, 

R, is invariant with respect to the size of different objects and varies 

only with their shape. 

Imagine now that our system is in contact with a universe which 

has the peculiar property of being populated by a fixed number of ob- 

jects of various sizes, but of similar shapes, that move about freely, 
so that the limited "visual field" of our system perceives at any instant 

only a certain fraction of the number of objects. Since each obiect seen 
will elicit the same response, R,, Q objects in the visual field will 

elicit a total response of Q . R,. In other words, our system is 
able to count! Since nothing of this sort was a property of the system 

when it was born — we are still dealing with only one bit of genetic in- 

formation — it must have acquired its mathematical abilities as a re- 
sult of interactions with its environment. Moreover, one may contrive 

a large variety of educational methods, that accelerate the process by 

which the system acquires its knowledge about numbers. When it final- 

ly masters this task, a tutor, ignorant about our system's internal 

workings may speculate about the location of its memory. We, of 

course, know that it is all over the place, realized in the structure of 

the connection scheme and in the operational modalities of all nodal 

elements of this network. 

I shall now conclude my remarks by again giving a few numbers. 
First, let me take our tutor, who does not know the simple evolutionary 

history of our system, and who wants to study its anatomy, he will find 

an extraordinary complicated network consisting of n elementary nets, 
each different from any other. Applying good statistics, he can sum- 

marize his data by showing that the connections of all elementary nets 

have a Gaussian distribution, each network involving on the average, 

Say, m contacted elements. The uncertainty H, fora single ele- 

mentary net is approximately* 

H. = log, V m . 

  

  

*Due to the constraint present in a normal probability distribution, the uncertainty ‘5s 
not logom, but approximately only % logom.
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and, for the network consisting of N elements, 

H = N logy fim 

If I use the figures from Table 18, as suggested earlier, the uncertain- 

ty for this system, consisting of only one net (C = 1), is: 

4 Sy. 
= 3. 10 1 y 300 = 1,2 . 10 bits. H 1 08, 

The anatomist may attribute this to the genetic program and will esti- 

mate its information content to be about 100,000 bits. We, however, 

know that the original specifications were written only in terms of one 

single bit. Where does all this information come from? The answer 

is, of course, from the "noise" that was introduced into the network 

when it made its feeble attempt to carry out the genetic command. In 

this case, as in so many others, it is the noise that enriches a struc- 

ture that was extremely poor to begin with. 

Let us turn now to the performance of our system. With N. 

independent binary elements in its ''sensory" layer, L 1, which may 

be ready for a new sensation in a time interval of ty seconds, the sys- 

tem's rate of input information is 

Hin = N/t, bits/second. 

Its output rate depends, of course, upon the demands of our system's 

environment. Assume that the number of objects seen by our animal 

varies according to a normal distribution, with a variance of, say, M 

objects. It reports in intervals of to seconds about the state of its 

visual universe. Hence, its output information rate: 

Hout = = logs VM , 
O 

and the ratio between output and input: 

Hout / Hin = (ob. J M) / N., 

However, M is always smaller than N , because one cannot see 
more objects than there are cones and rods. In the most optimistic
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case, M = N, and the optimum output-~input ratio is 

H log N 
out | 2 

H. . 2N in 

opt 

  

Again, for N = 30,000 this ratio becomes: 

H 

out = 0.00075 . 
Hin 

  

opt 

In other words, the system reduces considerably the uncertainty of its 

environment by its power of classification and abstraction which, in 

this case, consists of identifying individual objects. 
Up to now, J have only stressed the miracles that are obtained 

when disorder is introduced into an ordered genetic program. One may 

ask now: Where is the internal organization that arises in my system 

from interactions with its environment, as I proclaimed in my earlier 

statements? It is clear that the consequences of such interactions can 

only be accounted for after the system is capable of interacting at all; 

but this is only after the network has established itself. The onlyquan- 
tity that changes after that is the inhibitory transfer function, ao, 

which, for simplicity, I shall denote by "'a" without index. Leta), 

be the smallest interval detectable in observing this transfer function, 

then, n, the number of states of this "universe, '"' is determined by the 

maximum value amay that this function can assume: 

n= 4max / amin 

Consequently, H,,,,, the maximum uncertainty, is 

H nax = log, n. 

With 

its initial uncertainty is 

Hy = log, (n - ny),
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that is, the log of the number of states still available, hence, its ini- 

tial measure of organization is: 

no/n 

Hn logy n 

  

If, after exposure, the system drifts in its mature state over, say, 

n, distinguishable states, its final state of organization is: 

log n log (n/n ) 
Q.= 1- 2 1 2 l 

logo on logy n 

Comparison between initial and final state of organization shows that 

the measure of the final state of organization is greater than that of 

the initial state of organization, if 

logs (n/n, ) > (n/n ) ’ 

OXY if, approximately, 

But this is always the case. In fact, if the drift around the final equi- 

librium state is very small indeed, say Mf, = 1 + © 

Qe=l - [ «/ogyn ] = 1, 

and the system is in almost perfect order. 

I hope that these remarks suggest the possibility to recognize 

learning and memorizing systems as computers, changing their opera. 

tional modalities as a conscquence of interactions with their environ- 

ment. Their operations change so as to remove more and more un- 

certainty of the environment, until the output of these systems keeps 

them in equilibrium with their universe. 
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TIME AND MEMORY * 

HEINZ VON FOERSTER (University of Illinois, Urbana, [ll.): 1 am sorry 

that Dr. Whitrow is absent this morning, because I hoped he would elaborate 

upon some of his delightful remarks of yesterday evening on the relationship 

between time and memory. Since I believe that this relationship may be of 

interest to some participants in this conference, I wish to add just a few words. 

Dr. Whitrow said yesterday that we know little about ‘‘memory.” I whole- 

heartedly agree but I would like to add that we know even less about “time.” 

The cause for this deficiency I see in the superior survival value for all per- 

ceptive and cognitive living organisms if they succeed to eliminate quickly 

all temporal aspects in a sequence of events or, in other words, if ‘‘time’’ is 

abandoned as early as possible in the chain of cognitive processes. I believe 

that I can give at least two plausible arguments to support this proposition. 

The first argument is purely numerical and attempts to show the infinitely 

superior economy of a ‘‘time-less’””» memory compared to a record which is 

isomorphic to the temporal flow of events. Consider a finite ‘‘universe’’ which 

may assume at any particular instant precisely one of n possible states, S:; 

S2;S3;. . . Sa. Let m be the length of a sequence of states: 

123 4..... m 

e.g.: Sis S23 S4Sios. . . . Sez. 

The number, N, of distinguishable sequences of length m is equivalent 

to the number of combinations of n distinct objects taken m at a time, 

multiplied with the number of permutation of m distinct objects. This is 

because the sequence Sa S» is, of course, different from the sequence S» Sz. 

Hence 

N= (2) - m= oo 
If both n and m are large numbers, but n is much larger than m, one may 

approximate 

N =n". 

The number of binary relays to hold this number—or the ‘“‘amount of informa- 

tion” to be stored—is approximately 

  

*This is an edited version of a comment on January 20, 1966, at a conference 
sponsored by The New York Academy of Sciences on Interdisciplinary Perspectives 

of Time, in New York, New York.
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H - logeN = mlogzn = mH, bits, 

where H, is the amount of information necessary to specify one state of the 

universe. As an example, let us consider the retinal mosaic of various excited 

states of its rods and cones as the states of our ‘visual universe.’’ Conservative 

estimates suggest 32 distinguishable states for each receptor of which there 

are about two hundred millions in both eyes. Hence, the visual universe has 
n = (32)? 10° 

distinguishable states and 

H, = logzn = 10° bits. 
If only ten states per second are processed by the retina—a regular movie 

projector presents 24 pictures per second—then during one second a sequence 

of length m = 10 is to be stored, i.e., 

H (1 second) = 10'° bits. 

However, the entire brain has “only” 10° neurons at its disposal. Let us be 

optimistic and assume one thousand bits stored within each neuron, then in 

one thousand seconds— or slightly over a quarter of an hour—the whole brain 

in flooded with information, most of which may be completely worthless. 

On the other hand, if it were possible to integrate the sequence of m events 

intu a single “operator” that permits reconstruction of the sequence, say, ‘‘a 

galloping elephant,” ‘‘a flight over the Atlantic,”’ etc., the number of dis- 

tinguishable “‘macro-states’” becomes 

Ne = — 
m 

and 

H* = H, ~ logo m. 

The compression ratio between these two methods of ‘‘storage”’ is simply 

H* 1 ( log? =) 1 
~~ = — {1 - ~-. 
H m logon m 

If the length of the sequence is extended, this reduction in uncertainty may 

tuke on values of considerable magnitude. 

I hasten to demystify these ‘“‘operators’’ which I have just mentioned. 

Indeed, they are perpetually computed in our perceptive system and their 

ubstracting powers become apparent in their linguistic representation, usually 

in form of names for spatial abstracts and of verbs for temporal abstracts. 

In fact, without these abstracting operators we could not conceive of motion 

or of change, and-——as an ultimate abstraction—of the flow of time. Contem- 

plate for a moment the somewhat formalized representation of a unicellular 

animal moving from one spot to another by extending a tubular pseudopod 
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FIGURE 1. Schematic representation of a unicellular animal moving from one spot to 
another by extending a tubular pseudopod and pulling itself up through this extended 
capillary. 

and pulling itself up through this extended capillary (See FIGURE 1, Stages 

1 — 6). However, what we see in fact is a sequence of six apparitions of quite 

distinct shapes of which it is difficult—I believe even impossible—to assert 

that they represent the ‘‘same object’’ unless, of course, the set of trans- 

formations is specified under which the properties of this ‘object’? remain 

invariant. These transformations may accommodate spatial as well as tem- 

poral aspects of the object under consideration, as can be seen by the linguistic 

representation of the totality of events depicted in FIGURE 1: ‘“‘a unicellular 

animal moving from one spot to another by extending a tubular pseudopod 

and pulling itself up through this extended capillary.”’ The invariance of the 

sequence 1, 2, 3, 4, 5, 6 is suggested by a feeling of ‘‘inappropriateness”’ if any 

permutation of this sequence, say, 214356 is proposed as an alternate 

possibility. 

It is clear that it is due to memory that temporal abstracts can be com- 

puted and stored. Although memories may have some charming aspects, their 

crucial test lies in their efficacy to anticipate sequences of events, in other 

words, to permit inductive inferences. The conceptual construct of ‘‘time’”’ is, 

so far as I see it, just a by-product of our memory, which in some instances 

may use “‘time’’ as a convenient parameter—a tertium comparatum, so to 

say—to indicate synchronism of events belonging to two or more spatially 

separated sequences. Of course, there is no need to refer to time in such
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comparison, for it 1s always sufficient to take one sequence as ‘‘standard” and 

to associate with standard events the events of another sequence as, for 

instance, the anticipation of the sequence of events regarding Peter: . 

Verily I say unto thee, that this day, even in this night, before the cock crows 

twice, thou shalt deny me thrice.” 

In parenthesis it may be interesting to note that this prediction would 

immediately lose its punch if it would use temporal reference, for instance: 

“|. even in this night, before 6:30 a.m., thou shalt deny me thrice.”’ The 

intellectual slump one suffers in this version stems, I believe, from the fact 

that idealized absolute, or Newtonian, time carries no information: H — 0. 

Unfortunately, in spite of considerable efforts by clock designers to build a 

perfect clock, this ideal goal has not yet been attained. There is still a small 

residue of uncertainty H = « > 0, which is due to small inaccuracies of even 

the best clocks and, ultimately, there will be quantum noise which will set an 

absolute limit to this enterprise. 

Since these assertions which represent my second argument may, at first 

glance, sound surprising, let me first demonstrate that Newtonian time is a 

useful but unnecessary parameter in a complete description of the universe; 

second, let me briefly state what I mean by an accurate clock. 

In practice an approximation to Newtonian absolute time, called ‘‘epheme- 

ris time,”’ is obtained in two steps as Dr. McVittie pointed out earlier this 

morning. First the equations of motion in Newtonian mechanics are solved 

for various celestial bodies, in particular for the different planets P,. These 

solutions usually express the positions r, of these bodies in terms of a linear 

parameter, t, called time: 

r, = 7,(t). 

Second, the scale of this parameter is adjusted so as to give the best fit 

between observation and the theoretical solutions. In fact, this established 

scale fits the observations so well that there is a residual error of only one 

unit in about 10'' units.” With this estimate one may calculate the uncertainty 

H of reading this astronomical clock. With the probability p of making 

an error 
p = 10 We 

and with the definition of H fora binary choice: 

H = — plogep — (1 — p) log2(1 - p), 

one finds the uncertainty to be 

H - 38-10 ° bits/unit. 

It may be interesting to determine whether this small residue of uncer- 

tainty is due to ‘‘noise’’ in the observed system, that is the planets refuse to 

obey Newton by occasionally performing small extravagancies in their other-
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wise predictable behavior, or whether this noise is introduced by the trans- 

mission channel, that is by inaccuracies of observation due to random 

fluctuetions in the atmosphere, in the optical equipment or in the evaluation 

of data. 

If the latter should be the case, then this uncertainty can be made 

arbitrarily small on the basis of Shannon's’ far reaching theorem which states 

that if the same sequence of signals is repeated again and again the effect of 

errors (within certain limits) that are introduced during transmission can be 

made arbitrarily small. This principle of ‘Reliability through Redundancy” 

is most effectively applied in all periodic or repetitive phenomena. All 

“‘clocks,” for instance, are based on periodic event sequences, and environ- 

mental periodicities can be recognized, or absorbed, by the genetic code of 

reproducing and mutating living organism by programming these periodicities 

into the organism in the form of circadian rhythms: ‘“‘Even if you read me 

poorly, if you read me often enough, you will get my message.” 

If I should make a guess as to the causes of the small residue of uncer- 

tainty left in establishing ephemeris time, I would venture to say that they 

come indeed from a certain capriciousness of the planets, for the channel 

noise has most probably been eliminated by the prolonged observation of these 

periodic events. 

After having assured ourselves that this parameter ‘‘time’’ is universal* 

and does not change scale from planet to planet, we can now eliminate it from 

the set of equations which represent the positions of the planets as a function 

of this parameter by selecting the positions of one planet rp as reference for 

the positions of all others: 

t, = Ri(to). 
In other words, one would, for instance, tell the position of Mars in reference 

to the position of Venus, etc. Adhering to this scheme, appointments would 

be made in this form: ‘“‘. . . we shall meet after the sun has risen twice.” Of 

course, this is precisely the method outlined earlier in which simultaneity of 
events belonging to different sequences are used to establish the ‘“‘when’”’ of 

an event of one sequence by reference to a particular event of a standard 
sequence. 

For practical purposes, however, it is convenient to have a highly redun- 

dant signal generator—a reliable clock— which facilitates the estimates of the 

simultaneity of events in a large number of sequences. Clearly, such a device 

should not inject into the universe of observation unwanted uncertainties, 

i.e., each subsequent state should be well determined by its predecessor. This 

is most easily accomplished if this device goes at a constant rate, which gives 

the additional advantage that such a device may read ephemeris time which 

is a useful parameter in Newton's equations of motion.
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This brings me to my second point, namely, what do [ mean when I speak 

of a ‘reliable,’ of an “accurate,” clock that goes at a ‘‘uniform rate.”” As 

Dr McVittie has already pointed out, comparison of one clock with another 

may never establish which one goes ahead and which one falls back. Since 

cross-correlation between two clocks leads us nowhere, | propose to consider 

fora moment auto-currelation of one clock with itself. 

FIGURE 2 shows such an arrangement where an illuminated diagonal slit 

in a circular rotating disk, representing the clock, is located at the center of 

curvature R of a convex mirror. In this arrangement, the clock is optically 

mapped onto itself.f 

If the disc rotates with angular velocity w, the angular position ¢1 of the 

slit and $2 of its image are given in parametric form (time t is parameter): 

go: = wt 

@2 = w(t — 2R/c) 

where c is the velocity of light. Eliminating t from this pair of equations 

expresses the position of the slit’s image as a function of the position of the slit: 

g2 = o: — 2Ro/c. 

     MIRROR, 

  

FIGURE 2. Determination of the accuracy of a clock through auto-correlation. 

*That is within the framework of Newton’s equations of motion. 

tThe inversion is compensated by making the hand a diagonal slit rather than a 
radial one.
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This means that the slit will be trailed by its image at an angle of 

@2 —- @: = A= — 2Ro/c. 

If the curvature of the mirror, its distance from the slit and the velocity of 

light are for the moment assumed to be constant, then it appears that the 

angular displacement A between slit and image will reflect all variations in 

the rate by which this clock proceeds. If w increases, so will A and conversely, 

a reduced w will result in a sinaller displacement. One is tempted to say that 

a constant A indeed ascertains an accurate clock that proceeds at a constant 
rate. 

Nevertheless, this naive interpretation has been subjected to a severe 

criticism by E. A. Milne,tt who rightly points out that a constant displace- 

ment A means only that its variation vanishes. With 

A = — 2Rw/c 

this means that 

bA = 0 

or 

6A 6A 64 
sp GR + 5 dw + = de = Q. 

Calculating the partial derivatives suggested above, this expression mav be 

rewritten to read 

dw dR_- dec 
— + — = —: 

w R 

If in spite of constancy of the displacement a dependency of w with the 

position ¢: of the slot is suspected, one may write: 

1dw | 1 dR 1 de 
wd¢d Rdg cde 

This expression suggests that indeed a variation of rate at which the clock 

proceeds 

may go unnoticed by relying on an invariable displacement A, if. the mirror 

flaps or wiggles, or if the velocity of light jerks back and forth precisely in such 

a manner as to compensate for the variation of w. One may imagine a “law 

of nature’ that couples the three quantities R, c and so that the relation 

ttMilne's criticism is addressed against a ‘“‘Gedanken experiment” which incorporates 
entirely different physical devices. However, the basic features in both experiments are 
equivalent.
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obtains 

lL de 1 dk 
(ed 

c dd R ddan abi) 

where the function on the right hand side represents the expression 

l du:( Ody) ot w pi) 

webs) dp 

There are, of course, an infinite number of functions cldi) or Real or 

couplings between R andc, which will satisfy the above differential equatien. 

However, the amusing upshot of this side issue 1s that whatever these ‘aw- 

may be, they must transmit with great accuracy the fluctuations in the clock 

w(o1) to the mirror and force it to wiggle or to flap, or to the velocity of heb: 

to jiggle in precise compensation of the fluctuation of the clock so as to mutne 

the deviation \ to appear unchanged or, at least, to change so little th. 

ephemeris time can still be determined with the great precisinn mentione:! 

earlier. Hence, these processes— imaginary or real-- are of such redundancy 

that they do not interfere with our use of the parameter ‘“‘time’’ as a tertiur 

comparatum which facilitates highly accurate determinations of the simul 

taneity of events belonging to different cognitive sequences. 
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MOLECULAR ETHOLOGY 

An Immoedest Proposal for Semantic Clarification 

Heinz Von Foerster 

Deportments of Biophysics and Electrical Engineering 
University of IHinois 
Urbana, Hlinois 

i. INTRODUCTION 

Molecular genetics is one example of a successful bridge that links a 

phenomenology of macroscopic things experienced directly (a taxonomy 

of species; intraspecies variations; etc.) with the structure and function 

of a few microscopic elementary units (in this case a specific set of organic 

macromolecules) whose properties are derived from other, independent 

observations. An important step in building this bridge is the recognition 
that these elementary units are not necessarily the sole constituents of 

the macroscopic properties observable in things, but are determiners for 

the synthesis of units that constitute the macroscopic entities. Equally 

helpful is the metaphor which considers these units as a “program,” and 
the synthesized constituents in their macroscopic manifestation as the 
result of a “computation,’”’ controlled and initiated by the appropriate 
program. The genes for determining blue eyes are not blue eyes, but in 

blue eyes one will find replicas of genes that determine the development 

of blue eyes. , 

Stimulated by the success of molecular genetics, one is tempted to 

search again for a bridge that links another set of macroscopic phenomena, 

namely the behavior of living things, with the structure and function of a 
few microscopic elementary units, most likely the same ones that are 

responsible for shape and organization of the living organism. However, 
‘molecular ethology’”’ has so far not yet been blessed by success, and it 

may be worthwhile to investigate the causes. 

One of these appears to be man’s superior cognitive powers in dis-
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criminating and identifying forms and shapes as compared to those powers 

which allow him to discriminate and identify change and movement. 

Indeed, there is a distinction between these two cognitive processes, and 

this distinction is reflected by a difference in semantic structure of the 

linguistic elements which represent the two kinds of apparitions, namely 

different nouns for things distinct in form and shape, and verbs for change 

and motion. 

The structural distinction between nouns (cl,;*) and verbs (v;) becomes 

apparent when lexical definitions of these are established. Essentially, a 
noun signifies a class (cl') of objects. When defined, it is shown to be a 
member of a more inclusive class (cl?), denoted also by a noun which, 

in turn, when defined is shown to be a member of a more inclusive class 

(cl?), etc., [pheasant — bird — animal — organism — thing ]. We have the 
following scheme for representing the definition paradigm for nouns: 

elm = foltmtfclta% (+++ {elm} }]] (1) 
where the notation {e,;} stands for a class of elements ¢; (2 = 1, 2,..., p), 

and subscripted subscripts are used to associate these subscripts with the 
appropriate superscripts. The highest order n in this hierarchy of classes 

is always represented by a single undefined term “thing,” “entity,” “act,” 

etc., which appeals to basic notions of being able to perceive at all. A graphic 
representation of the hierarchical order of nouns is given in Fig. I and a 

more detailed discussion of the properties of these (inverted) ‘‘noun- 
chain-trees” can be found elsewhere (Weston, 1964; Von Foerster, 19671). 

Essentially, a verb (v,) signifies an action, and when defined is given 
by a set of synonyms {v;}, by the union or by the intersection of the 
meaning of verbs denoting similar actions. (hit —> (strike, blow, knock} — 

» nr 

n-] 

n-2 

n-3 

Fig. 1. Ascending hierarchical definition structure 
for nouns. (Nouns are at nodes; arrow heads: de- 

finiens; arrow tails: definiendum.)
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1 4 

Fig. 2. Closed heterarchical definition structure 
for verbs. (Verbs are at nodes; arrow heads: 

definiens; arrow tails: definiendum.) 

{(hit, blow, ...) (stir, move air, sound, soothe, lay eggs, ..., boast) 

(strike, blow, bump, collide . . .)} —> ete. ] 

v= {yj VduV IIe, (2) 
A graphic representation of this basically closed heterarchical structure 

is given in Fig. 2, and its corresponding representation in form of finite 
matrices is discussed elsewhere (Von Foerster, 1966). 

The essential difference in the cognitive processes that allow for 
identification of forms and those of change of forms is not only reflected 
in the entirely different formalisms needed for representing the different 

definition structures of nouns [Eq. (1) ] and of verbs [Eq. (2) ], but also 
by the fact that the set of invariants that identify shape under various 
transformations can be computed by a single deductive algorithm (Pitts 

and McCulloch, 1947), while identification of even elementary notions of 

behavior requires inductive algorithms that can only be computed by 
perpetual comparison of present states with earlier states of the system 

under consideration (Von Foerster et al., 1968). 

These cognitive handicaps put the ethologist at a considerable dis- 
advantage in developing a phenomenology for his subject matter when 
compared to his colleague the geneticist. Not only are the tools of ex- 

pressing his phenomena devoid of the beautiful isomorphism which prevails 
between the hierarchical structures of all taxonomies and the definition 
of nouns that describe them, but, he may fall victim to a semantic trap 

which tempts him to associate with a conceptually isolable function a 
corresponding isolable mechanism that generates this function. This temp- 

tation seems to be particularly strong when our vocabulary suggests a 

variety of conceptually separable higher mental faculties as, for instance 

“to learn,” ‘‘to remember,” ‘‘to perceive,’’ ‘‘to recall,’ “to predict,’ etc.,
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and the attempt is made to identify and localize within the various parts 

of our brain the mechanisms that learn, remember, perceive, recall, predict, 

etc. The hopelessness of a search for mechanisms that represent these 

functions in isolation does not have a physiological basis as, for instance, 

“the great complexity of the brain,” ‘‘the difficulty of measurement,” etc. 

This hopelessness has a purely semantic basis. Memory, for instance, 

contemplated in isolation is reduced to ‘‘recording,” learning to “change,”’ 

perception to “input,” and so on. In other words, in separating these 
functions from the totality of cognitive processes, one has abandoned the 

original problem and is now searching for mechanisms that implement 
entirely different functions which may or may not have any semblance to 

some processes that are subservient to the maintenance of the integrity of 
the organism as a functioning unit (Maturana, 1969). 

Consider the two conceivable definitions for memory: 

(a) An organism’s potential awareness of past experiences. 

(b) An observed change of an organism’s response to like sequences 

of events. 

While definition A postulates a faculty (memorya) in an organism 

whose inner experience cannot be shared by an outside observer, definition 

B postulates the same faculty (memorya) to be operative in the observer 

only—otherwise he could not have developed the concept of ‘‘change’”— 
but ignores this faculty in the organism under observation, for an observer 

cannot “in principle’ share the organism’s inner experience. From this 

follows definition B. 

It is definition B which is generally believed to be the one which 
obeys the ground rules of ‘‘the scientific method,” as if it were impossible 
to cope scientifically with self-reference, self-descnption, and self-expla- 

nation, i.e., closed logical systems that include the referee in the reference, 

the descriptor in the description, and the axioms in the explanation. 

This belief is unfounded. Not only are such logical systems extensively 

studied (e.g., Gunther, 1967; Léfgren, 1968), but also neurophysiologists 

(Maturana ef al., 1968), experimental psychologists (Konorski, 1962), and 

Others (Pask, 1968; Von Foerster, 1969) have penetrated to such notions. 

These preliminaries suggest that the explorer of mechanisms of men- 

tation has to resolve two kinds of problems, only one of which belongs to 

physiology or, as it were, to physics; the other one is that of semantics. 

Consequently, it is proposed to reexamine some present notions of learning 

and memory as to the category to which they belong, and to sketch a 

conceptual framework in which these notions may find their proper place. 

The next section, ‘‘Theory,” reviews and defines concepts associated 

With learning and memory in the framework of a unifying mathematical
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formalism. In the Section III various models of interaction of molecules 

with functional units of higher organization are discussed. 

ll. THEORY 

A. General Remarks 

Since we have as yet no comprehensive theory of behavior, we have 

no theory of learning and, consequently, no theory of memory. Never- 

theless, there exists today a whole spectrum of conceptual frameworks 

ranging from the most naive interpretations of learning to the most 
sophisticated approaches to this phenomenon. On the naive side, ‘‘learning’’ 
is interpreted as a change of ratios of the occurrence of an organism’s 

actions which are predetermined by an experimenter’s ability to discrimi- 

nate such actions and his value system, which classifies these actions into 

“hits” and “‘misses.”” Changes are induced by manipulating the organism 
through electric shocks, presentations of food, etc., or more drastically by 

mutilating, or even removing, some of the organism’s organs. ‘“Teaching”’ 

in this frame of mind is the administration of such “reinforcements” which 

induce the changes observed on other occasions. 

On the sophisticated side, learning is seen as a process of evolving 
algorithms for solving categories of problems of ever-increasing complexity 
(Pask, 1968), or of evolving domains of relations between the organism 

and the outside world, of relations between these domains, etc. (Maturana, 

1969). Teaching in this frame of mind is the facilitation of these evolution- 

ary processes. 
Almost directly related to the level of conceptual sophistication of 

these approaches is their mathematical naiveté, with the conceptually 

primitive theories obscuring their simplicity by a smoke screen of mathe- 

matical proficiency, and the sophisticated ones failing to communicate their 

depth by the lack of a rigorous formalism. Among the many causes for this 

unhappy state of affairs one seems to be most prominent, namely, the 

extraordinary difficulties that are quickly encountered when attempts are 

made to develop mathematical models that are commensurate with our 

epistemological insight. It may require the universal mind of a John von 

Neumann to give us the appropriate tools. In their absence, however, we 

may Just browse around in the mathematical tool shop, and see what is 

available and what fits best for a particular purpose. 

In this paper the theory of “finite state machines” has been chosen 

as a vehicle for demonstrating potentialities and limitations of some con- 

cepts in theories of memory, learning, and behavior mainly for two reasons. 

One is that it provides the most direct approach to linking a system’s
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external variables as, ¢.g., stimulus, response, input, output, cause, effect, 

etc., to states and operations that are internal to the system. Since the 

central issue of a book on ‘molecular mechanisms in memory an learning” 

must be the development of a link which connects these internal mecha- 

nisms with their manifestations in overt behavior, the ‘finite state ma- 

chine” appears to be a useful model for this task. 

The other reason for this choice is that the interpretations of its 

formalism are left completely open, and may as well be applied to the 

animal as a whole; to ce]l assemblies within the animal; to single cells and 

their operational modalities, for instance, to the single neuron; to subcellular 

constituents; and, finally, to the molecular building blocks of these con- 

stituents. 

With due apologies to the reader who is used to a more extensive and 

rigorous treatment of this topic, the essential features of this theory will 
be briefly sketched to save those who may be unfamiliar with this formalism 

from having to consult other sources (Ashby, 1956; Ashby, 1962; Gill, 

1962). 

B. Finite State Machines 

1. Deterministic Machines 

Essentially, the theory of finite state machines is thut of computation. 

It postulates two finite sets of external states called “input states’ and 

“output states,’ one finite set of “internal states,” and two explicitly 

defined operations (computations) which determine the instantaneous and 

temporal relations between these states.* 

Let X,; (%¢ = 1, 2,..., nz) be the 2, receptacles for inputs 2; each of 

which can assume a finite number, v; > 0, of different values. The number 

* Although the interpretation of states and operations with regard to observables 

is left completely open, some caution is advisable at this point if these are to serve as 
mathematical models, say, for the behavior of a living organism. A specific physical 

spatiotemporal configuration which is identifiable by the experimenter who wishes that 
this configuration be appreciated by the organism as a “stimulus’’ cannot sut modo be 
taken as “input state’’ for the machine. Such a stimulus may be a stimulant for the 

experimenter, but be ignored by the organism. An input state, on the other hand, 

cannot be ignored by the machine, except when explicitly instructed to do so. More ap- 

propriately, the distribution of the activity of the afferent fibers has to be taken as an 
input, and similarly, the distribution of activity of efferent fibers may be taken as the 

Output of the system.



156 

of distinguishable input states is then 

xX = II v; (3) 

sl 

A particular input state x(/) at time ¢ (or z for short) 1s then the identifi- 

cation cf the values z, on all n, input receptacles X; at that ‘‘moment”’: 

z(t) mz = [z,}, (4) 

Similarly, let y; (j = 1, 2,..., ny) be the n, outlets for outputs y,, 
each of which can assume a finite number, v; > 0, of different values. The 

number of distinguishable output states is then 

y= TI»; (5) 

A particular output state y(t) at time ¢ (or y for short) 1s then the identifi- 

cation of the values y; on all n, outlets Y; at that “moment”: 

y(t) @y = fy] (6) 

Finally, let Z be the number of internal states z which, for this dis- 

cussion (unless specified otherwise), may be considered as being not 

further analyzable. Consequently, the values of z may just be taken to be 

the natural numbers from 1 to Z, and a particular output state z(t) at 

time ¢ (or z for short) is the identification of z’s value at that ‘‘moment’’: 

z(t) =z (7) 

Each of these ‘‘moments” is to last a finite interval of time, 4, during 

which the values of all variables z, y, z are identifiable. After this period, 
l.e., at time {+ A, they assume values xr(¢ + A), y(t + A), 2(f + A) (or 

x’, y’, 2’ for short), while during the previous period ¢ — A they had values 

r(t— A), y(t — A), z(t — A) (or 2%, y*, 2* for short). 

After having defined the variables that will be operative in the machine 

we are now prepared to define the operations on these variables. These 

are two kinds and may be spccified in a variety of ways. The most popular 

procedure is first to define a “driving function”? which determines at each 

instant the output state, given the input state and the internal state at 

that instant: 

y = f,(z, z) (8) 

Although the driving function f, may be known and the time course of 
input states z may be controlled by the experimenter, the output states y 

as time goes on are unpredictable as long as the values of z, the internal
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states of the machine, are not yet specified. A large variety of choices are 

open to specify the time course of z as depending on z, on y, or on other 

newly to be defined internal or external variables. The most profitable 
specification for the purposes at hand is to define z recursively as being 

dependent on previous states of affairs. Consequently, we define the “‘state 

function” f, of the machine to be: 

z= S:(z*, z*) (9a) 

or alternately and equivalently 

2’ = f(z, 2) (9b) 
that is, the present internal state of the machine is a function of its previous 
internal state and its previous input state; or alternately and equivalently, 

the next internal machine state is a function of both its present internal 

and input states. 

With the three sets of states {x}, {y}, {z} and the two functions f, 

and f,, the behavior of the machine, i.e., its output sequence, is completely 

determined if the input sequence Is given. 
Such a machine is called a sequential, state-determined, ‘‘nontrivial”’ 

machine and in Fig. 3a the relations of its various parts are schematically 
indicated. 

Such a nontrivial machine reduces to a “trivial” machine if it is 
insensitive to changes of internal states, or if the internal states do not 

change (Fig. 3b): 
, 

  
  

  

    

2’ = z = zm = constant (10a) 

y = f,(z, constant) = f(z) (10b) 

2’ 

X md fy z fy y 

a 

{t+ 
b 

Fig. 3. Signal flow in a finite state machine (a); 

input-output relation in a trivial machine (b).



158 

In other words, a trivial machine is one which couples determuinistically a 

particular input state with a specific output state or, in the language of 

naive reflexologists, a particular stimulus with a specific response. 

Since the concept of “internal states’’ is crucial in appreciating the 

difference between a trivial and a nontrivial machine, we shall now give 

various formal interpretations of these states to lift them from the limbo 
of “being not further analyzable.”’ ~ 

First, it may appear that by an artifice one can get rid of these mys- 

terious states by defining the driving function f, in a recursive form. 
However, as we shall see shortly, these states reappear in just another form. 

Consider the driving function [Eq. (8) ] at time ¢ and one step later 

(t+ A): 

y = f(z, 2) 

y = fy(z’, 2’) (8°) 

and assume there exists an “‘inverse function” to f,: 

z= ¢,(z, y) (11) 

We now enter the state function [Eq. (9b) ] for z’ into Eq. (8’) and 
replace z by Eq. (11): 

y’ = f(x’, f.(z, oy(2,y)) = Fy? (2, 2, y) (12) 

or alternately and equivalently 

y = F(z, 2*, y*) (13) 

However, y* is given recursively through Eq. (13) 

y* = FO (2%, 2 y**) (13*) 

and inserting this into Eq. (13) we have 

y = F,® (2, xr, z** y**) 

and for n recursive steps 

y = FL (x, r*, rt, tthe ee rl, ym*) (14) 

This expression suggests that in a nontrivial machine the output is not 
merely a function of its present input, but may be dependent on the par- 

ticular sequence of inputs reaching into the remote past, and an output 
state at this remote past. While this is only to a certain extent true—the 

“remoteness” is carried only over Z recursive steps and, moreover, Eq. 

(14) does not uniquely determine the properties of the machine—this 

dependence of the machine’s behavior on its past history should not tempt 

one to project into this system a capacity for memory, for at best it may
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look upon its present internal state which may well serve as loken for 

the past, but without the powers to recapture for the system all that which 

has gone by. 

This may be most easily scen when Eq. (13) is rewritten in its full 

recursive form for a linear machine (with z and y now real numbers) 

y(t + A) — ay(t) = br(t) (15a) 

or in its differential analog expanding y(t + 4) = y(t) + Ady/dt: 

d 
7 ~ ay = x(t) (15b) 

with the corresponding solutions 

y(nd) = ar[y(0) +b Yo arx(sA))] (16a) 
and 

y(t) = e*! 100 + | erate) | (16b) 
0 

From these expressions it is clear that the course of events represented 
by x(tA) (or z(r)) is “integrated out,” and is manifest only in an additive 

term which, nevertheless, changes as time goes on. 

However, the failure of this simple machine to account for memory 

should not discourage one from contemplating it as a possible useful 

element in a system that remembers. 

While in these examples the internal states z provided the machine 
with an appreciation—however small—of its past history, we shall now 
give an interpretation of the intcrnal states z as being a selector for a 
specific function in a set of multivalued logical functions. This is most 
easily seen when writing the driving function f, in form of a table. 

Let a, b, c...X be the input values z; a, B, y... Y be the output 

values y; and 1, 2,3... Z be the values of the internal states. A particule 

driving function f, is defined if to all pairs {zz} an appropriate value of y 

is associated. This is suggested in Table I. 
Clearly, under z = 1 4 particular logical function, y = F(z), relating 

y with z is defined; under z = 2 another logical function, y = F:(z), is 

defined; and, in general, under each z a certain logical function y = F,(z) 

is defined. 
Hence, the driving function f, can be rewritten to read 

y = F,(z), (17)
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TABLE I 

Computing Z Logical Function F,(z) on Inputs x 

    

  
  

  

        

z/1)1j1 1,2;);2)]2 . 2 Z1Z2),2 Z 

zia|lbjie Xialbile X aj ble X 

y|vrlajs éjalyvi8 ¢ Aj ely 6                       

which means that this machine computes another logical function F,- on 
its inputs z, whenever its internal state z changes according to the state 
function 2’ = f,(z, 2). 

Or, in other words, whenever z changes, the machine becomes a 

different trivial machine. 

While this observation may be significant in grasping the funda- 
mental difference between nontrivial and trivial machines, and in appreci- 

ating the significance of this difference in a theory of behavior, it permits 
us to calculate the number of internal states that can be effective in chang- 
ing the modus operand: of this machine. 

Following the paradigm of calculating the number MN of logical func- 
tions as the number of states of the dependent variable raised to the power 
of the number of states of the independent variables 

X = (no. of states of dep. variables) ("> of states of indep. variables) § = 18) 

we have for the number of possible trivial machines which connect y with z 

Nr = Y* (19) 

This, however, is the largest number of internal states which can 
effectively produce a change in the function F,(z), for any additional 

state has to be paired up with a function to which a state has been already 
assigned, hence such additional internal states are redundant or at least 

indistinguishable. Consequently 

Z< Y* 

Since the total number of driving functions f,(z, 2) is 

Wo = Y*?, (20) 
its largest value is: 

Np = Yxr® (21)
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Similarly, for the number of state functions f,(z, 1) we have 

Ns = 2X2 (22) 

whose largest effective value is 

Jig = YXXY* = [Ky }* (23) 

These numbers grow very quickly into meta-astronomical magnitudes 

even for machines with most modest aspirations. 

Let a machine have only one two-valued output (n, = 1; v, = 2; 

y = {0;1}; Y = 2) and n two-valued inputs (n, = n;v, = 2; 2 = {031}; 
X = 2"). Table II gives the number of effective internal states, the 

number of possible driving functions, and the number of effective state 

functions for machines with from one to four “‘afferents’’ according to the 
equations 

Z= 2 

Np = 2°" 

Ms _ gatan 

These fast-rising numbers suggest that already on the molecular level 
without much ado a computational variety can be met which defies 

imagination. Apparently, the large variety of results of genetic compu- 

tation, as manifest in the variety of living forms even within a single 

species, suggests such possibilities. However, the discussion of these possi- 

bilities will be reserved for the next section. 

TABLE II 

The Number of Effective Internal States Z, the Number of Possible Driving 

Functions Jip, and the Number of Effective State Functions Sts for Machines 

with One Two-Valued Output and with from One to Four Two-Valued Inputs 
  

  

  

  

  

n Z Mp Ils 

1 4 256 65536 

2 16 2.10" 6.10" 

3 236 1gsre 300. 10+-107 

4 65536 300 . 10610 L600. 107.1"       
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2. Interacting Machines 

We shall now discuss the more general case in which two or more 

such machines interact with each other. If some aspects of the behavior of 

an organism can be modeled by a finite state machine, then the interaction 
of the organism with its environment may be such a case in question, if the 
environment is likewise representable by a finite state machine. In fact, 

such two-machine interactions constitute a popular paradigm for interpret- 
ing the behavior of animals in experimental learning situations, with the 

usual relaxation of the general complexity of the situation, by chosing for 

the experimental environment a trivial machine. “Criterion” in these 

learning experiments is then said to have been reached by the animal when 

the experimenter succeeded in transforming the animal from a nontrivial 
machine into a trivial machine, the result of these experiments being the 

interaction of just two trivial machines. 

We shall denote quantities pertaining to the environment (£) by 

Roman letters, and those to the. organism (2) by the corresponding Greek 

letters. As long as E and 2 are independent, six equations determine their 

destiny. The four ‘‘machine equations,” two for each system 

BE: y=f,(z,z) (24a) 

z’ = f.(z, 2) (24b) 

Q: n= f(& £) (25a) 

c= fr(&, $) (25b) 

and the two equations that describe the course of events at the “‘receptacles’’ 
of the two systems 

r= z(t); £& = &(t) " (26a, b) 
We now let these two systems interact with each other by connecting 

the (one step delayed) output of each machine with the input of the other. 

The delay is to represent a ‘‘reaction time’ (time of computation) of each 
system to a given input (stimulus, cause) (see Fig. 4). With these con- 

nections the following relations between the external variables of the two 

systems are now established: 

Y=eqn=w;, -v =y=d (27a, b) 

where the new variables u, v represent the ‘‘messages’’ transmitted from 

Q2— E and E02 respectively. Replacing z, y, », & in Eqs. (24) (25) by 
u, v according to Eq. (27) we have 

vw = fy (u, z); u’ = f,(v, £) 

z= fi(u, z); c = f(y, f) (28)
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x y 
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mt in § mf 

€’ 
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Fig. 4. Two finite state machines (E) (2) con- 

nected via delays (black semicircles). 

These are four recursive equations for the four variables u, uv, z, &, 

and if the four functions f,, J,, f,, fe are given, the problem of “solving” 

for u(t), v(t), z(t), ¢(t), 1.e., expressing these variables explicitly as func- 

tions of time, is purcly mathematical. In other words, the ‘‘mcta-system”’ 

(72) composed of the subsystems E and Q, is physically as well as mathe- 

matically “closed,” and its behavior is completely determined for all times. 

Moreover, if at a particular time, say ¢ = 0 (initial condition), the values 

of all variables u(0), v(0), 2(0), ¢(0) are known, it is also completely 

predictable. Since this meta-system is without input, it churns away 

according to its own rules, coming ultimately to a static or dynamic 

equilibrium, depending on the rules and the initial conditions. 

In the general case the behavior of such systems has been extensively 

studied by computer simulation (Walker, 1965; Ashby and Walker, 1066; 

litzhugh, 1963), while in the linear case the solutions for Eqs. (28) can be 

obtained in straight-forward manner, particularly if the recursions can be 

assumed to extend over infinitesimally small steps: 

dw 
= = wt Ww wie + A) = w(t) + A a (29) 

Under these conditions the four Eqs. (28) become 

4 

w= >» a;,w; (30) 
j=
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where the w; (7 = 1, 2, 3, 4) are now the real numbers and replace the 

four variables in question, w represents the first derivative with respect 

to time, and the 16 coefficients a,; (1,7 = 1, 2, 3, 4) define the four linear 

functions under consideration. This system of simultaneous, first-order, 

linear differential equations is solved by 

4 

w(t) = 2) Ave" (31) 
j=l 

in which \,; are the roots of the determinant 

|a;; — 8 | = 0 (32) 

l...t=7 
8;; = 

0...%*73 

and the A,; depend on the initial conditions. Depending on whether the ), 

turn out to be complex, real negative or real positive, the system will 

ultimately oscillate, die out, or explode.* 

While a discussion of the various modes of behavior of such systems 
goes beyond this summary, it should be noted that a common behavioral 

feature in all cases is an initial transitory phase that may move over a 
very large number of states until one is reached that initiates a stable 

cyclic trajectory, the dynamic equilibrium. Form and length of both the 

transitory and final equilibrial phases are dependent on the initial conditions, 

a fact which led Ashby (1956) to call such systems ‘‘multistable.’”’ Since 
usually a large set of initial conditions maps into a single equilibrium, this 
equiltbrium may be taken as a dynamic representation of a set of events, 
and in a multistable system each cycle as an “abstract” for these events. 

With these notions let us see what can be inferred from a typical 
learning experiment (e.g., John ef al., 1969) in which an experimental 

animal in a Y-maze is given a choice (f = C, for “choice’’) between two 

actions (7, = L, for “left turn’; m = R, for “right turn’’). To these the 

environment £, a trivial machine, responds with new inputs to the animal 
(m= 2 ay = & = S, for “shock”; or m = rm’ ip’ = &” = F, for 

“food’’), which, in turn, elicit in the animal a pain (n) = ‘‘—’’) or pleasure 

(ns = ‘'+’’) response. These responses cause / to return the animal to the 
original choice situation (f = C). 

Consider the simple survival strategy built into the animal by which 

* This result is, of course, impossible in a finite state machine. It is obtained here 
only because of the replacement of the discrete and finite variables u, v, 2, ¢, by wi 

which are continuous and unlimited quantities.



under neutral and pleasant conditions it maintains its internal state 
[t’ = ¢, for (Ct) and (F¢) J, while under painful conditions it changes it 

(t’ #¢, for (St) ]. We shall assume eight internal states (¢ = 1; 7 = 

1, 2,3,..., 8). 

With these rules the whole system (QF) is specified and its behavior 

completely determined. For convenience, the three functions, f, = f for 

the trivial machine £, f, and f; for Q are tabulated in Tables IIIa, b, c. 

With the aid of these tables the eight behavioral trajectories for the 

(QE) system, corresponding to the eight initial conditions, can be written. 

This has been done below, indicating only the values of the pairs ££ as 
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TABLE IIIs 

y = f(z) 

zr (= n*) y (= &’) 

L S 

R F 

— C 

+ C 

TABLE IIIb 

ui] = SE, ¢) 

rt 

n(= 2’) l 2 3 4 5 7 

C L L L L R R 

E (= y*) Ss — — — — _ — 

F +} + {+ ] + | + + 

TABLE Ilfle 

¢ = ifats f) 

; 

¢’ 1 2 3 4 5 7 

Cc 1 2 3 4 5 7 

E (= y*) S 2 3 4 5 6 8 

F 1 2 3 4 5 7                 
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they follow each other as consequences of the organism’s responses and the 
environment’s reactions. 

Cl» $1 > C2 > $2 + C3» $3 + C4 9 84-9 C5 + BG 5 

— i 
C3   

    C4   C5 

C6 > Fs > c6 — 

om >c7—l 

C3 + FR» C3 — 

  

These trajectories show indeed the behavior as suggested before, initial 
transients depending in length on the initial conditions, and ultimately a 
dynamic equilibrium flipping back and forth between two external states 
without internal state change. The whole system, and its parts, have 

become trivial machines. Since, even with maximum semantic tolerance, 

one cannot say a trivial machine has memory, one wonders what is in- 

tended to be measured when at this stage it is opened and the internal 

workings are examined. Does one wish to inspect its present workings? 
Or, to see how much it bas changed since earlier examinations? At best, 
these are tests of the experimenter’s memory, but whether the machine 

can appreciate any changes cannot, in principle, be inferred from experi- 

ments whose conceptual design eliminates the quality which they intend 

to measure. 

3. Probabilistic Machines 

This dilemma can be seen in still another light if we adopt for the 
moment the position of statistical learning theory (Skinner, 1959; Estes, 

1959; Logan, 1959). Here either the concept of internal states is rejected 

or the existence of internal states is ignored. But whenever the laws which 
connect causes with effects are ignored, either through ignorance or else 
by choice, the theory becomes that of probabilities.
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If we are ignorant of the initial state in the previous example, the 

chances are 50/50 that the animal will turn left or right on its first trial. 

After one run the chances are 5/8 for turning right, and so on, until the 

animal has turned from a “probabilistic (nontrivial) machine’ to a 

“deterministic (trivial) machine,” and henceforth always turns right. 

While a statistical learning theoretician will elevate the changing prob- 
abilities in each of the subsequent trials to a ‘first principle,” for the 

finite state machinist this is an obvious consequence of the effect of certain 

inputs on the internal states of his machine: they become inaccessible 

when paired with “painful inputs.” Indeed, the whole mathematical ma- 

chinery of statistical learning theory can be reduced to the paradigm of 

drawing balls of different color from an urn while observing certain non- 

replacement rules. 

Let there be an urn with balls of m different colors labeled 0, 1, 2,..., 

(m — 1). As yet unspecified rules permit or prohibit the return of a certain 
colored ball when drawn. Consider the outcomes of a sequence of n draw- 
ings, an “‘n-sequence,”’ as being an n digit m-ary number (e.g., m = 10; 

n = 12): 

yv=157302186214 

| I 
Last First 
drawn drawn 

Irom this it is clear that there are 

SU(2t, m) = m” 

different n-sequences. A particular n-sequence will be called a »v-number, 
1.¢.: 

0 < v(m, n) = Do j(t)m—) < ms, (33) 
s=t 

where 0 < j(t) < (m — 1) represents the outcome labeled j at the ith 

trial. 

The probability of a particular n-sequence (represented by a v-number) 
is then 

prlv) = TL pli@)) (34) 
ro) 

where p.{ j(z) } gives the probability of the color labeled 7 to occur at the 
ith trial in accordance with the specific »-number as defined in Eq. (33). 

Since after each trial with a ‘“‘don’t return” outcome all probabilities 
are changed, the probability of an event at the nth trial is said to depend
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on the “path,” i.e, on the past history of events, that led to this event. 

Since there are m*~' possible paths that may precede the drawing of 7 at 
the nth trial, we have for the probability of this event: 

m*~2_3 

Pa(j) = L Pa( j-m*) + »(n — 1, m)) 

where j-m*—! + »(n — 1,m) represent a v(n,m)-number which begins 

with 7. 
From: this a useful recursion can be derived. Let 7* be the colors of 

balls which when drawn are not replaced, and 7 the others. Let nj» and n, 

be the number of preceding trials on which j* and 7 came up respectively 
(>> nw + on; =n — 1), then the probability for drawing j (or j*) at 
the nth trial with a path of >> nj withdrawals is 

N; 
pj) = Wm Yonge Peel 2a me) (35a) 

and 

Pa(j*) = yee Da-i( >, Nje) (35b) 

where N = }°N;+ Nj is the initial number of balls, and N; and 
Ns the initial number of balls with colors j and j* respectively. 

Let there be N balls to begin with in an urn, Ny of which are white, 
and (N — N,) are black. When a white ball is drawn, it is returned; 

a black ball, however, is removed. With ‘white’ = 0, and “black” = J, 
a particular n-sequence (n = 3) may be 

(3,2) = 101 

and its probability is: 

N—WN, ~1N.-1 N— Nu 

N—1 N-1 N 
  D3(1 0 1) = 

The probability of drawing a black ball at the third trial is then: 

ps(1) = pa(1 0 0) + ps(1 0 1) + pa(1 1:0) + p(1 1 1) 

We wish to know the probability of drawing a white ball at the nth trial. 
We shall denote this probability now by p(n), and that of drawing a 

black ball g(n) = 1 — p(n). 
By iteratively approximating [through Eq. (35) ] trial tails of length 

in as being path independent [p.(j) = pi(j)] one obtains a first-order
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approximation for a recursion in p(n): 

m 
p(n) = p(n — m) + vain — m) 

or for m = n — 1 (good for p(1) = 1, and n/N <1): 

n—1 p(n) = p(l) + ail) 
and for m = 1 (good for p(1) = 1): 

l 
p(n) = p(n —1) + wy at — 1) 

A second approximation changes the above expression to 

p(n) = p(n — 1) + @q(n — 1) 

where 6 = 6(N, N,,) is a constant for all trials. With this we have 

p{n) — p(n — 1) = Ap = @(1 — p) 

which, in the limit for 

Ap dp 
lim —£ = 
dn~p On dn 

gives 

d 
= = 6(1 — p(n) 

n 

with the solution 

p(n) = 1— (1 — poje™ 

This, in turn, is an approximation for p ~ 1 of 

  

which is the solution of 

or, recursively expressed, of 

p(n) = p(n — 1) + Op(n — 1) -g(n — 1) 

(36) 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

(43) 

(44)
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Fig. 5. Probability for drawing a white ball at the nth 
trial from an urn having initially four balls of which 1, 
2, or 3 are white, the others black. White balls are 

replaced, black are not (a). Entropy at the ath trial (b). 

Figure 5a compares the probabilities p(n) for drawing a white ball at 

the n** trial, as calculated through approximation [Eq. (42)] (solid 
curves), with the exact values computed by an IBM 360/50 system with 

a program kindly supplied by Mr. Atwood for an urn with initially four 
balls (N = 4) and for the three cases in which one, two, or three of these 

are white (N, = 1; Ny = 2; Ny = 3). The entropy* H(n) in bits per 

trial corresponding to these cases is shown in I"ig. 5b, and one may note 
that while for some cases [p(1) < 0.5] it reaches a maximum in the 
course of this game, it vanishes in all cases when certainty of the outcome 

is approached [p(n) — 1]. 
Although the sketch on probabilities dealt exclusively with urns, 

balls, and draws, students of statistical learning theory will have recognized 

in Eqs. (39), (41), and (42) the basic axioms of this theory [Estes, 1959; 

*Or the “amount of uncertainty’; or the ‘‘amount of information’’ received by 
the outcome of each trial, defined by —H(n) = p(n) log: p(n) + q(n) logs g(n).
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Eqs. (5), (6), and (9) ], and there is today no doubt that under the given 

experimental conditions animals will indeed trace out the learning curves 

derived for these conditions. 

Since the formalism that applies to the behavior of these experimental 

animals applies as well to our urn, the question now arises: can we suy an 

urn learns? If the answer is ‘‘yes,’”’ then apparently there is no need for 

memory in learning, for there is no trace of black balls left in our urn when 

it finally ‘‘responds”’ correctly with white balls when “stimulated” by each 

draw; if the answer is “‘no,” then by analogy we must conclude it is not 

learning that is observed in these animal experiments. 

To escape this dilemma it-is only necessary to recall that an urn is 

just an urn, and it is animals that Iearn. Indeed, in these experiments 
learning takes place on two levels. Iirst, the experimental animals learned 
to behave “urnlike,’”’ or better, to behave in a way which allows the ex- 

perimenter to apply urnlike criteria. Second, the experimenter learned 

something about the animals by turning them from nontrivial (proba- 
bilistic) machines into trivial (deterministic) machines. Hence, it is from 

studying the experimenter whence we get the clues for memory and 

learning. 

C. Finite Function Machines 

1. Deterministic Machines 

With this observation the question of where to look for memory and 

learning is turned into the opposite direction. Instead of searching for 

mechanisms in the environment that turn organisms into trivial muchines, 

we have to find the mechanisms within the organisms that enable them to 

turn their environment into a trivial machine. 

In this formulation of the problem it scems to be clear that in order 
to manipulate its environment an organism has to construct--somehow— 
an internal representation of whatever environmental regularities it can 
get hold of. Neurophysiologists have long since been aware of these ab- 

stracting computations performed by neural nets from right at the receptor 

level up to higher nuclei (Lettvin et al., 1959; Maturana ef al., 1968; 

Kecles et al., 1967). In other words, the question here is how to compute 
functions rather than states, or how to build a machine that computes 

programs rather than numerical results. This means that we have to look 

for a formalism that handles “finite function machines.” Such a formalism 

is, of course, one level higher up than the one discussed before, but by 

maintuining some pertinent analogies its essential features may become 
apparent.
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Our variables are now functions, and since relations between functions 

are usually referred to as “functionals,” the essential features of a calculus 

of recursive functionals will be briefly sketched. 

Consider a system like the one suggested in Fig. 3a, with the only 
difference that it operates on a finite set of functions of two kinds, { f,;! 
and { f,;}. These functions, in turn, operate on their appropriate set of 

states {y;} and {z;}. The rules of operation for such a finite function 

machine are modeled exactly according to the rules of finite state machines. 

Hence: 

f, = F,{z, feJ (45a) 

I, = F,{z, f.] (45b) 

where F, and F, are the functionals which generate the driving functions 

f, and the subsequent internal function f,’ from the present internal function 

f., and an input z. One should note, however, that the input here is still a 

state. This indicates an important feature of this formalism, namely, the 

provision of a link between the domain of states with the entirely different 
domain of functions. In other words, this formalism takes notice of the 

distinction between entities and their representations and establishes a 

relation between these two domains. 

| Following a procedure similar to that carried out in Eqs. (10) through 
(14), the functions of type f, can be eliminated by expressing the present 
driving function as result of earlier states of affairs. However, due to some 
properties that distinguish functionals from functions, these earlicr states 
of affairs include both input states as well as output functions. We have 
for n recursive steps: 

Jy = $,([z, z*, r**, r***, ore 9 ryt; Jy, f**; ee fy? (46) 

Comparing this expression with its analog for finite state machines [Eq. 
(14) ], it is clear that here the reference to past events is not only to those 

events that were the system’s history of inputs {r*}, but also to its 

history of potential actions { f,(*}. Moreover, when this recursive func- 

tional is solved explicitly for time (¢ = kA; k = 0, 1, 2, 3,...;) [compare 

with Iq. (16) ], it is again the history of inputs that is “integrated out”; 

however, the history of potential actions remains intact, because of a set 

of n “eigenfunctions” which satisfy Eq. (46). We have explicitly for 

(kA), and for the ith eigenfunction: 

Syi(kAa) = Ki (kA) -Cai( f%) + Gilz, 2%, 2**,...,2*)J (47) 
i= 1,2,3,...,n 

with K, and G; being functions of (kA), the latter one giving a value that 

depends on a tail of values in z™* which is n steps long. x; is again a
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functional, representing the output function f, of 1 steps in the past in 
terms of another function. 

Although this formalism does not specify any mechanism capable of 

performing the required computations, it provides us, at least, with an 

adequate description of the functional organization of memory. Access to 

‘‘nast experience’ is given here by the availability of the system’s own 
modus operand: at earlier occasions, and it is comfortable to see from ex- 

pression (47) that the subtle distinction between an experience in the past 
( f,*), and the present experience of an experience in the past [7,( f,"*) ] 

—t1e., the distinction between “experience” and ‘‘memory’’—-is indeed 

properly taken care of in this formalism. Moreover, by the system’s access 

to its earlier states of functioning, rather than to a recorded collection of 

accidental pairs {z., y;} that manifest this functioning, it can compute a 

stream of ‘‘data”’ which are consistent with the system’s past experience. 

These data, however, may or may not contain the output values {y;} of 

those accidental pairs. This is the price one has to pay for switching 

domains, from states to functions and back again to states. But this is a 

small price indeed for the gain of an infinitely more powerful “storage 

system” which computes the answer to a question, rather than stores all 

answers together with all possible questions in order to respond with the 

answer when it can find the question (Von Foerster, 1965). 

These examples may sufhce to interpret without difficulty another 

property of the finite function machine that is in strict analogy to the 

finite state machine. As with the finite state machine, a finite function 

machine will, when interacting with another system, go through initial 

    

  

          

PR Zz 

Fig: 6. Symbolization of a finite state ma- 4 
chine by a computational tile. Input. region 

white; output region black.
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transients depending on initial conditions and settle in a dynamic equi- 
librium. Again, if there 1s no internal function change (f.’ = f, = fo) we 
have a “trivial finite function machine” with its “goal function” fo. It is 

easy to see that a trivial finite function machine is equivalent to a non- 
trivial finite state machine.* 

Instead of citing further properties of the functional organization of 

finite function machines, it may be profitable to have a glance at various 
possibilities of their structural organization. Clearly, here we have to deal 

with aggregates of large numbers of finite state machines, and a more 

efficient system of notation is required to keep track of the operations that 

are performed by such aggregates. 

2. Tesselations 

Although a finite state machine consists of three distinct parts, the 
two computers, f, and f,, and the store for z, (see Fig. 3a), we shall represent 

the entire machine by a single square (or rectangle) ; its input region de- 

noted white, the output region black (Fig. 6). We shall now. treat this unit 

as an elementary computer—a ‘‘computational tile,’ 7',—which, when 

combined with other tiles, 7;, may form a mosaic of tiles—a ‘‘compu- 

tational tesselation,”’ 3. The operations performed by the zth tile shall be 
those of a finite state machine, but different letters, rather than subscripts, 

will be used to distinguish the two characteristic functions. Subscripts shall 
refer to tiles. 

yi = Si (zi, 2;) 

2= gi (zi, Z;) (48) 

Figure 7/I sketches the eight possible ways (four each for the parallel 
and the antiparallel case) in which two tiles can be connected. This results 

in three classes of elementary tesselations whose structures are suggested 

in Fig. 7/II. Cases I/1 and 1/3, and 1/2 and I/4 are equivalent in the 

parallel case, and are represented in II/1 (‘chain’) and II/2 (‘‘stack”’) 

respectively. In the antiparallel case the two configurations I/1 and I/3 

are ineffective, for outputs cannot act on outputs, nor inputs on inputs; 
cases I/2 and I/4 produce two autonomous elementary tesselations 

A = [at, a-}, distinct only by the sense of rotation in which the signals 

are processed. 

Iterations of the same concatenations result in tesselations with the 

* In the case of several equilibria { f.:}, we have, of course, a sct of nontrivial finite 

state machines that are the outcomes of various initial conditions.
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Fig. 7. Elementary tesselations. 

following functional properties (for 7 iterations) : 

1. Stack 

nT’: y = D fila z;) (49) 

2. Chain 

T*: -y = fal Sat Saas. (2%, 2%) 0.2% 2)2%1)en (50) 
3. A = {at, am} 

ata— atat 

= 0 #0 
a~at a~a- 

(i) Stack nA* (51) 

(ui) Chain A* (52) 

Introducing a fourth elementary tesselation by connecting horizontally
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    UO OR 

  
Fig. 8. Some examples of simple tesselations. 

T—A->T, or TAT, we have 

4. TAT 

(i) Stack n(TA"T) (53) 

Qi) Chain (TAT)* (54) 

Figure 8 suggests further compositions of elementary tesselations. All 

of these contain autonomous elements, for it is the presence of at least two 

such elements as, e.g., in (TAT)?, which constitute a finite function ma- 

chine. If none of these elements happens to be ‘‘dead’’—i.e., are locked into 
a single state static equilibrium—they will by their interaction force each 

other from one dynamic equilibrium into another one. In other words, 
under certain circumstances they will turn each other from one trivial 

finite function machine into another one, but this is exactly the criterion 

for being a nontrivial finite function machine. 

It should be pointed out that this concept of formal mathematical 
entities interacting with each other is not anew. John von Neumann (1966) 

developed this concept for self-reproducing ‘‘automata” which have many 
properties in common with our tiles. Lars Léfgren (1962) expanded this 
concept to include self-repair of certain computational elements which are 

either stationary or freely moving in their tesselations, and Gordon Pask 

(1962) developed similar ideas for discussing the social self-organization 

of aggregates of such automata.
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It may be noted that in all these studies ensembles of elements are 

contemplated in order to achieve logical closure in discussing the pro- 

prietory concept and autonomous property regarding the elements in 

question as, e.g., self-replication, self-repair, self-organization, self-expla- 

nation, etc. This is no aceident, as Lofgren (1968) observed, for the prefix 

“‘self-”’ can be replaced by the term to which it is a prefix to generate a 

second-order concept, a concept of a concept. Self-explanation is the 

explanation of an explanation; self-organization is the organization of an 

organization (Selfridge, 1962), etc. Since cognition is essentially a self- 

referring process (Von Foerster, 1969), it is to be expected that in dis- 

cussing its underlying mechanisms we have to contemplate function of 

functions and structure of structures. 

Since with the build-up of these structures their functional complexity 

grows rapidly, a detailed discussion of their properties would go beyond the 

scope of this article. However, one feature of these computational tessel- 

ations can be easily recognized, and this is that their operational modalities 

are closely linked to their structural organization. Here function and 

structure go hand in hand, and one should not overlook that perhaps the 
lion’s share of computing has been already achieved when, the system’s 

topology is established (Werner, 1969). In organisms this is, of course, 
done mainly by genetic computations. 

This observation leads us directly to the physiology and physics of 

organic tesselations. 

il. BIOPHYSICS 

A. General Remarks 

The question now artses whether or not one can identify structural 

or functional units in hving organisms which can be interpreted in terms 

of the purely mathematical objects mentioned previously, the “‘tiles,’”’ the 

“automata,” the ‘‘finite function machines,” etc. This method of approach, 

first making un interpretation and then looking for confirming entities, 

seems to run counter to ‘the scientific method” in which the ‘‘facts” are 

supposed to precede their interpretation. However, what is reported as 

“fact” has gone through the observer's cognitive system which provides 

him, so to say, with a priori interpretations. Since our business here is to 

identify the mechanisms that observe observers (1.e., becoming ‘‘self- 

observers”), we are justified in postulating first the necessary functional 

structure of these mechanisms. Moreover, this is indeed a popular approach, 

as seen by the frequent use of terms hike ‘‘trace,” “engram,” ‘‘store,” 

“read-in,” “read-out,” ete., when mechanisms of memory are discussed.
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Clearly, here too the metaphor precedes the observations. But metaphors 

have in common with interpretations the quality of being neither true 
nor false; they are only useful, useless, or misleading. 

When a functional unit is conceptually isolated—an animal, a brain, 

the cerebellum, neural nuclet, » single neuron, a synapse, a cell, the organelles, 

the genomes, and other molecular building blocks—in its abstract sense the 

concept of “machine” applied to these units is useful, if it were only to 

discipline the user of this concept to identify properly the structural and 

functional components of his ‘“‘machine.”’ Indeed, the notions of the finite 

state machine, or all its methodological relatives, have contributed— 

explicitly or implicithy—much to the understanding of a large vartety of 

such functional units. For instance, the utility of the concepts ‘‘transcript,”’ 

“en-coding,” ‘‘de-coding,”’ ‘‘computation,”’ etc., in molecular genetics can- 

not be denied. 
Let the n-sequence of the four bases (b = 4) of a particular DNA 

molecule be represented by a »-number »(n, b) [see Eq. (33) ]; let Tr(v) = 7 

be an operation which transforms the symbols (0, 1, 2, 3) — (3, 2, 1, 9), 

in that order, with 0 = thymine, 1 = cytosine, 2 = guanine, 3 = adenine, 

and § = uracil, and J be the identity operation I[(v) = v; finally, let 

#[5(n, b) | = v(n/3, a) = p(m,a), with a = 20, andj =0, 1, ..., 19, 

representing the 20 amino acids of the polypeptide chain. Then 

G) DNA replication: vy = /(v) (55a) 

(11) DNA/RNA transcript: = Tr(v) (55b) 

(ii) Protein synthesis: p = (7) (55c) 

While the operations I and 7’r require only trivial machines for the 
process of transcription, ® is a recursive computation of the form 

j(t) = y(t) = y(t — 1) + af(z) (56) 

Using the suggested recursion [compare with Eq. (14) J: 

y(t) = a'f(z) + at 'f(x*) + a f(z**) ... 
or 

y(t) = SaMtf(20) (57) 

and 

y(m) = p(m, a) 

The function f is, of course, computed by the ribosome which reads 

the codon s, and synthesizes the amino acids which, in turn, are linked 

together by the recursion to a connected polypeptide chain.



179 

Visualizing the whole process as the operations of a sequential finite 

state machine was probably more than just a clue in ‘‘breaking the genetic 

code” and identifying as the input state to this machine the triplet (u, v, w) 

of adjacent symbols in the number representation of the messenger RNA. 

A method for computing »-numbers of molecular sequences directly 

from properties of the generated structure was suggested by Pattee (1961). 

He used the concept of a sequential “shift register,” i.e., in principle that 
of an autonomous tile. For computing periodic sequences in growing helical 

molecules, the computation for the next element to be attached to the 

helix is solely determined by the present and some earlier building block. 

No extraneous computing system is required. 
If on a higher level of the hierarchical organization the neuron is 

taken as a functional unit, the examples are numerous in which it is seen 

as a recursive function computer. Depending on what is taken to be the 

“‘signal,’’ a single pulse, an average frequency code, a latency code, a 

probability code (Bullock, 1968), etc., the neuron becomes an “ull or 

nothing” device for computing logical functions (McCulloch and Pitts, 
1943), a linear element (Sherrington, 1906), a logarithmic element, etc., 

by changing in essence only a single parameter characteristic for that 

neuron (Von |oerster, 1967b). The same is true for neural nets in which 

the recursion is achieved by loops or sometimes directly through recurring 

fibers. The “‘reverberating’’ neural net is a typical example of a finite state 

machine in its dynamic equilibrium. 

In the face of perhaps a whole library filled with recorded instances 

in which the concept of the finite state machine proved useful, it may 

come as a surprise that on purely physical grounds these systems are 

absurd. In order to keep going they must be nothing less than perpetual 

motion machines. While this is easily accomplished by a mathematical 

object, it is impossible for an object of reality. Of course, from a heuristical 

point of view it is irrelevant whether or not a model is physically realizable, 
as long as it is self-consistent and an intellectual stimulus for further 

investigations. 

However, when the flow of energy between various levels of organi- 

zation is neglected, and the mechanisms of energy conversion and transfer 

are ignored, difficulties arise in matching descriptive parameters of func- 

tional units on one level to those of higher or luwer levels. lor instance, 

a relation between the code of a particular nuclear RNA molecule and. 

say, the pulse frequency code at the same neuron cannot be established, 

unless mechanisms of energy transfer are considered. As long as the question 
as to what keeps the organism going and how this is done 1s not asked, 

the gap between functional units on different levels of organization remains 

open. Can it be closed by thermodynamics?
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Three different kinds of molecular mechanisms that offer themselves 

readily for this purpose will be briefly discussed. All of them make use of 
various forms of energy as radiation (vh), potential energy (V, structure), 

work (pAv), and heat (KAT), and its various conversions from one form 

to another. 

RADIATION —_——« STRUCTURE 

STRUCTURE 
ENERGY € . STRUCTURE 

No work —_ 
HEAT 

HEAT 

We remain in the terminology of finite state machines and classify 
the three kinds of mechanism according to their inputs and their outputs, 
dropping, however, for the moment all distinctions of forms of energy, 

except that of potential energy (structure) as distinct from all other forms 
(energy). 

(1) Molecular store: Energy in, 

Energy out. 

(11) Molecular computer: Energy in, 

Structure out. 

(11) Molecular carrier: Energy and structure in, 

Energy out. 

These three cases will now be briefly reviewed. 

B. Molecular Store 

Probably the most obvious, and hence perhaps the oldest, approach 
to link macroscopic behavior, as for example, the forgetting of nonsense 
syllables (Ebbinghaus, 1885), with the quantum mechanical decay of the 

available large number of excited metastable states in macromolecules, 

assumes no further analyzable ‘elementary impressions” that are associated 
with a molecule’s meta-stable state (Von Foerster, 1948; Von Foerster, 

1949). By a nondestructive read-out they can be transferred to another 

molecule, and a record of these elementary impressions may either decay 

or else grow, depen.ting on whether the product of the quantum decay time 

constant with the scanning rate of the read-out is either smaller or else larger 
than unity. While this model gives good agreement between macroscopic 

variables such as forgetting rates, temperature dependence of conceived
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lapse of time (Hoagland, 1951; Hoagland, 1954), and such microscopic 

variables as binding energies, electron orbital frequencies, it suffers the 

malaise of all recording schemes, namely, it is unable to infer anything 
from the accumulated records. Only if an inductive inference machine 

which computes the appropriate behavior functions is attached to this 
record can an organism survive (Von l*oerster ef al., 1968). Hence, one 

may abandon speculations about systems that just record specifics, and 

contemplate those that compute generalizations. 

C. Molecular Computer 

The good match between macroscopic anc icroscopic variables of 

the previous model suggests that this relation should be pursued further. 
Indeed, it can be shown (Von Foerster, 1969) that the energy intervals 

between excited meta-stable states are so organized that the decay times 

in the lattice vibration band correspond to neuronal pulse intervals, and 
their energy levels to a polarization potential of from 60 mV to 150 mV. 

Consequently, a pulse train of various pulse intervals will ‘‘pump’’ such a 
molecule up into higher states of excitation, depending on its initial con- 
dition. However, if the excitation level reaches about 1.2 eV; the molecule 

undergoes configurational changes with life spans of 1 day or longer. In 

this ‘structurally charged”’ state it may now participate in various ways 
in altering the transfer function of a neuron, either transmitting its energy 

to other molecules or facilitating their reaction. Since in this model un- 

directed electrical potential energy is used to cause specific structural 

change, it is referred to as “energy in—structure out.’’ This, however, 

gives rise to a concept of molecular computation, the result of which is 

deposition of energy on a specific site of utilization. This is the content of 
the next and last model. 

D. Molecular Carrier 

One of the most widely used principles of energy dissemination in a 

living organism is that of separation of sites of synthesis and utilization. 
The general method employed in this transfer is a cyclic operation that 
involves one or many molecular carriers which are ‘‘charged” at the site 

where environmental energy can be absorbed, and are ‘‘discharged’’ where 
this energy must be used. Charging and discharging is usually accomplished 

by chemical modifications of the basic carrier molecules. One obvious ex- 

ample of the directional flow of energy and the cyclic fiow of matter is, 

of course, the complementarity of the processes of photosynthesis and 

respiration (Fig. 9). Light energy, vh, breaks the stable bonds of inorganic 

oxides and transforms them into energetically charged organic molecules.
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       k AT 

pAv sis] [on 
Fig. 9. Directional flow of energy and cyclic flow of 
matter in photosynthesis coupled with respiration. 

  

INDmR. 

These, in turn, are burned up in the respiratory process, releasing the energy 
in the form of work, pAv, or heat, KAT, at the site of utilization and return 

again as inorganic oxides to the site of synthesis. 
Another example is the extremely involved way in which in the mito- 

chondria the uphill reaction is accomplished. This reaction not only 

synthesizes adenosine triphosphate (ATP) by coupling a phosphate group 

to adenosine diphosphate (ADP), but also charges the ATP molecule with 
considerable energy which is effectively released during muscular contrac- 
tion; the contraction process converts ATP back again into ADP by losing 

the previously attached phosphate group. 

Finally, the messenger RNA may be cited as an example of separate 

sites for synthesis and utilization, although in this case the energetics are 

as yet not so well established as in the other cases. Here, apparently it is 

structure which is to be transferred from one place to another, rather than 

energy. 
Common in all these processes is the fact. that during synthesis not 

only a releasable package of energy, AF, is put on this molecular carrier 
but also an address label saving where to deliver the package. This address 
requires an additional amount of organization, —A4H, (negentropy), in 

order to Jocate its destination. Hence we have the crucial condition 

Ak 

AH 

  

<0 (58) 

which says “for high energy have a low entropy, and for low energy have 

a high entropy.” This is, of course, contrary to the usual course of events 

in which these two quantities are coupled with each other in a positive 

relationship. 

It can be shown, however, that if a system is composed of constituen:s 

which in the ground state are separated, but when “excited” hang togeth=r
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by “reasonably stable” metastable states, it fulfills the crucial condition 

above (Von l*oerster, 1964). 

Let 

2ne 
V= (Ae + Bsin =") (59) 

with 
A/B>1 and «/p>1 

be the potential distribution in two one-dimensional linear “periodic 

crystals,’ C+ and C-, where the + refer to corresponding cases. The 

essential difference between these two linear structures which can be 
envisioned as linear distributions of electric charges changing their sign 
(almost) periodically is that energy is required. to put “‘crystal’’ Ct to- 

gether, while for “‘crystal’’ C~ about the same energy is required to de- 
compose it into its constituents. These linear lattices have metastable 
equilibria at 

Ct —> 71, 23, 25... 

C- — 2x, I2, &y- ee 

which are solutions of 

ste cog TE. LAP 
“cos ——- = —- — = 

p 2r B« 

These states are protected by an energy threshold which lets them stay in 
this state on the average of amount an time 

r= re DelkT (60) 

where ro’ is an electron orbital frequency, and AV is the differcnce be- 

tween the energies at the valley and the crest of the potential wall 

[4AV, = V(zn) — V(tn41) J. 
In order to find the entropy of this configuration, we solve the Schro- 

dinger equation (given in normalized form)- 

"+ ¥LA — V(z) J] = 0 (61) 

for tts eigenvalues 4; and eigenfunctions ¥,, ¥,*, which, in turn, give the 

probability distribution for the molecule being in the 7th eigenstate: 

a (22) voy 6
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with, of course, 

+o 

J view de = | (63) 

whence we obtain the entropy 

+o 

H; = — views In bey (64) 

for the ath eigenstate. 

[t is significant that indeed for the two crystals C+ and C~ the change 

in the ratio of energy to entropy for charging (AE = e(V(ra) — V(2n42)) 

goes into opposite directions. 

AL\— 
C + (=) > 90 

AE\t 
Ct ——} <0 ~ (Si) 

This shows that the two crystals are quite different animals: one is dead 
(C-), the other is alive (Ct). 

IV. SUMMARY 

In essence this paper is 2 proposal to restore the original meaning of 

concepts hke memory, learning, behavior, etc. by seeing them as various 

manifestations of a more inclusive phenomenon, namely, cognition. An 

attempt is made to justify this proposition and to sketch a conceptual 

machinery of apparently sufficient richness to describe these phenomena 

In thete proper extension. In its most concise form the proposal was pre- 

sented as oa search for mechanisms within living organisms that enable 

them to turn their environment into a trivial machine, rather than a search 

for mechanisms in the environment that turn the organisms into trivial 

machines, 

This posture is justified by realizing that the latter approach—when 

it succeeds—-fails to account for the mechanisms it wishes to discover, for 

a trivial machine does not exhibit the desired properties; and when it 

fails does not reveal the properties that made it fail. 

Within the conceptual framework of finite state machines, the calculus 

of recursive functionals was suggested as a deseriptive (phenomenological) 

formalism to account for memory as potential awareness of previous 

interpretations of experiences, hence for the origin of the concept of
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“change,” and to account for transitions in domains that occur when 

going from ‘‘facts’’ to ‘description of facts” and -sinee these in turn are 

facts too—to “descriptions of descriptions of facts’? and so on. 

Elementary finite function machines can be strung together to form 
linear or two-dimensional tesselations of considerable computational flexi- 

bility and complexity. Such tesselations are useful models for aggregates 

of interacting functional units at various levels in the hierarchical organi- 

zation of organisms. On the molecular level, for instance, a stringlike 

tesselation coiled to a helix may compute itself (self-replication) or, in 

conjunction with other elements, compute other molecular functional units 
(synthesis). 

While in the discussion of descriptive formalisms the concept of 

recursive functionals provides the bridge for passing through various 
descriptive domains, it is the concept of energy transfer connected with 

entropic change that links operationally the functional units on various 

organizational levels. It is these links, conceptual or operational, which are 

the prerequisites for interpreting structures and function of a living or- 
ganism seen as an wutonomous self-referring organism. When these links 

are ignored, the concept of “organisny’”’ is yoid, and its unrelated pieces 

becomes trivialitics or remain mysteries. 

ACKNOWLEDGMENT 

Some of the idcas and results presented in this article grew out of 

work jointly sponsored by the Air Force Office of Scientitie Research under 

Grant AIF-OSR 7-67, by the Office of Mdueation under Grant OFC-1-7- 

071213-4557, and by the Ate Force Office of Scientific Research under 

Grant AF 49(638)-1680.



186 

REFERENCES 

Ashby, W. R., 1956, “An Introduction to Cybernetics,” Chapman and Hall, London. 

Ashby, W. R., 1962, The Set Theory of Mechanisms and Homeostasis, Technical Report 

7, NSF Grant 17414, Biological Computer Laboratory, Electrical Engineering 

Department, University of Dlinois, Urbana, 44 pp. 

Ashby, W. R., and Walker, C., 1966, On Temporal Characteristics of Behavior in 

Certain Complex Systems, Kybernetik 3:100. 

Bullock, T. H., 1968, Biological Sensors, in ‘‘Vistas in Science” (D. L. Arm, ed.) pp. 176- 

206, University of New Mexico, Albuquerque. 

Ebbinghaus, H., 1885, “Uber das Ged4chtnis: Untersuchungen zur experimentellen 

Psychologie,” Drucker & Humbold, Leipzig. 

Eccles, J. C., Ito, M., and Szentagothai, J., 1967, ‘The Cerebellum as a Neuronal Machine,” 

Springer-Verlag, New York. 

Estes, W. K., 1959, The Statistical Approach to Learning Theory, in ‘Psychology: A 

Study of a Science, 1/2” (S. Koch, ed.) pp. 380-491, McGraw-Hill, New York. 

Fitzhugh, H. S. II, 1963, Some considerations of polystable systems, IEEE Transactions 

7:1. 

Gill, A., 1962, “Introduction to the Theory of Finite State Machines,””» McGraw-Hill, 

New York. 

Gunther, G., 1967, Time, timeless logic and self-referential systems, in “Interdisciplinary 

Perspectives of Time” (R. Fischer, ed.) pp. 396-406, New York Academy of Sciences, 

New York. 

Hoagland, H., 1951, Consciousness and the chemistry of time, in “Problems of Conscious- 

ness Tr. First Conf.” (H.A. Abramson, ed.) pp. 164-198, Josiah Macy Jr. Foundation, 

New York. 

Hoagland, H., 1954, (A remark), in ‘‘Problems. of Consciousness Tr. Fourth Conf.” (H. 

A. Abramson, ed.) pp. 106-109, Josiah Macy Jr. Foundation, New York. 

John, E, R., Shimkochi, M., and Bartlett, F., 1969, Neural readout from memory during 

generalization, Science 164:1534. 

  

Konorski, J., 1962, The role of central factors in differentiation, in “Information 

Processing in the Nervous System” (R. W. Gerard and J. W. Duyff, eds.) Vol. 3, 

pp. 318-329, Excerpta Medica Foundation, Amsterdam. 

Lettvin, J. Y., Maturana, H. R., McCulloch, W. S., and Pitts, W., 1959, What the frog’s 

eye tells the frog’s brain, Proc. L.R.E. 47:1940. 

Lofgren, L., 1962, Kinematic and tesselation models of self-repair, in “Biological Proto- 

types and Synthetic Systems” (E. E. Bernard and M. R. Kare, eds.) pp. 342-369, 

Plenum Press, New York. 

Lofgren, L., 1968, An axiomatic explanation of complete self-reproduction, Bull. of Math. 

Biophysics 30(3):415. 

Logan, F. A., 1959, The Hull-Spence approach, in ‘'Psychology: A Study of a Science, 

1/2” (S. Koch, ed.) pp. 293-358, McGraw-Hill, New York.



187 

McCulloch, W. S., and Pitts, W.. 1943, A logical calculus of the ideas immanent in nervous 

activity, Bull. of Math. Biophysics 5:115. 
  

Maturana, H. R., 1969, Neurophysiology of cognition, in “Cognition A Multiple View” 

(P. L. Garvin, ed.) in press, Spartan Books, New York. 

Maturana, H, R., Uribe, G., and Frenk, S., 1968, A Btological Theory of Relativistic 

Colour Coding in the Primate Retina, Supplemento No. 1, Arch. Biologia y Med. Exp., 

University of Chile, Santiago, 30 pp. 

Pask, G., 1962, A proposed evolutionary model, in ‘Principles of Self-Organization” (H. 

Von Foerster and G. W. Zopf, Jr., eds.) pp. 229- 254, Pergamon Press, New York. 

Pask, G., 1968, A cybernetic model for some types of learning and mentation, in 

“Cybernetic Probleins in Bionics” (H. L. Oestreicher and D. R. MOore, eds.) pp. 531- 

586, Gordon & Breach, New York. 

Pattee, H. H., 1961, On the origin of macro-molecular sequences, Biophys. J. 1:683. 

Pitts, W., and McCulloch, W. S., 1947, How we know universals; the perception of 

auditory and visual forms, Bull. of Math. Biophysics 9:127. 

Selfridge, O. G., 1962, The organization of organization, in ‘‘Self-Organizing Systems” 

(M. C. Yovits, G. T. Jacoby and G. D. Goldstein, eds.) pp. 1-8, Spartan Books, New 

York. 

Sherrington, C. S., 1906, “Integrative Action of the Nervous System,’” Yale University 

Press, New Haven. 

  

Skinner, B. F., 1959, A case history in scientific method, in “Psychology: A Study of a 

Science, I/{2”’ (S. Koch, ed.) pp. 359-379, McGraw-Hill, New York. 

Ungar, G., 1969, Chemical transfer of learning, in “The Future of the Brain Sciences” 

(S. Bogoch, ed.) pp. 373-374, Plenum Press, New York. 

Von Foerster, H., 1948, “Das Gedichtnis; Eine quantenmechanische Untersuchung,” F. 

Deuticke, Vienna. 

Von Foerster, H., 1949, Quantum mechanical theory of memory, in ‘‘Cybernetics, 

Transactions of the Sixth Conference” (H. Von Foerster, ed.) pp. 112-145, Josiah 

Macy Jr. Foundation, New York 

Von Foerster, H., 1964, Molecular bionics, in “Information Processing by Living 

Organisms and Machines” (H. L. Oestreicher, ed.) pp. 161-190, Aerospace Medical 

Division, Dayton. 

Von Foerster, H., 1965, Memory without record, in “The Anatomy of Memory” (D. P. 

Kimble, cd.) pp. 388-433, Science and Behavior Books, Palo Alto. 

Von Foerster, H., 1966, From stimulus to symbol, in “Sign, Image, Symbol” (G. Kepes, 

ed.) pp. 42-61, George Braziller, New York. 

Von Foerster, H., 1967a, Biological principles of information storage and retrieval, in 

“Electronic Handling of Information: Testing and Evaluation” (A. Kent et al., eds.) 

pp. 123-147, Academic Press, London. 

Von Foerster, H., 1967b, Computation in neural nets, Currents Mod. Biol. 1:47. 

Von Foerster, H., 1969, What is memory that it may have hindsight and foresight as 

well?, in “The Future of the Brain Sciences’’ (S. Bogoch, ed.) pp. 19-64, Plenum Press, 

New York. 

 



188 

Von Foerster, H., Insclberg, A., and Weston, P., 1968, Memory and inductive inference, in 

“Cybernetic Problems in Bionics” (H. L. Oestreicher and D. R. MOore, eds.) pp. 31-68, 

Gordon & Breach, New York. 

von Neumann, J., 1966, “The Theory of Sclf-Reproducing Automata,”’ (A. Burks, ed.) 

University of Ulinois Press, Urbana. 

Walker, C., 1965, A Study of a Family of Complex Systems, An Approach to the Inves- 

cigation of Organism’s Behavior, Technical Report 5, AF-OSR Grant 7-65, Biological 

Computer Laboratory, Electrical Engincering Department, University of [linois, Urbana, 

251 pp. 

Werner, G., 1969, The topology of the body representation in the somatic afferent path- 

ways, in ‘The Neurosciences, II" Rockefeller University Press, New York. 

Weston, P., 1964, Noun chain tress, unpublished manuscript.



  

PART II





   

  

    

  

anh 

- “ae ee 
iat i rhe i “tl 

2. C A 
ties oe eis \ it , Aft i 

‘ a : a i ‘ wR aN i t 

: Wa A atk : Bae 
gute eae, H a : We ne 

ee os 

        

Sty. 

vt mI



192 

PERCEPTION OF THE FUTURE AND THE 
FUTURE OF PERCEPTION* 

HEINZ VON FOERSTER 

University of [llinois, Urbana, Illinois 

  

ABSTRACT 

“The definition of a problem and the action taken to solve it largely depend on the view which 

the individuals or groups that discovered the problem have of the system to which it refers. A problem 

may thus find itself defined as a badly interpreted output, or as a faulty output of a faulty output 

device, or as a faulty output due to a malfunction in an otherwise faultless system, or as a correct but 

undesired output from a faultless and thus undesirable system. All definitions but the ljast suggest 

corrective action; only the last definition suggests change, and so presents an unsolvable problem to 

anyone opposed to change” (Herbert Brin, 1971). 

Truisms have the disadvantage that by dulling the senses they obscure 

the truth. Almost nobody will become alarmed when told that in times of 

continuity the future equals the past. Only a few will become aware that 

from this follows that in times of socio-cultural change the future will not be 

like the past. Moreover, with a future not clearly perceived, we do not know 

how to act with only one certainty left: if we don’t act ourselves, we shall be 

acted upon. Thus, if we wish to be subjects, rather than objects, what we see 

now, that is, our perception, must be foresight rather than hindsight. 

Epidemic 

My colleagues and I are, at present, researching the mysteries of cogni- 

tion and perception. When, from time to time, we look through the windows 

of our laboratory into the affairs of this world, we become more and more 

distressed by what we now observe. The world appears to be in the grip of a 

fust-spreading disease which, by now, has assumed almost global dimensions. 

In the individual the symptoms of the disorder manifest themselves by a 

* This article is an adaptation of an address given on March 29, 1971, at the opening of the Twenty- 

fourth Annual Conference on World Affairs at the University of Colorado, Boulder, Colorado, 

U.S.A.



progressive corruption of his faculty to perceive, with corrupted language 

being the pathogene, that is, the agent that makes the disease so highly 

contagious. Worse, in progressive stages of this disorder, the afflicted become 

numb, they become less and less aware of their affliction. 

This state of affairs makes it clear why | am concerned about percep- 

tion when contemplating the future, for: 

if we can’t perceive, 

we can’t perceive of the future 

and thus, we don’t know how to act now. 

I venture to say that one may agree with the conclusion. If one looks 

around, the world appears like an anthill where its inhabitants have lost all 

sense Of direction. They run aimlessly about, chop each other tc pieces, foul 

their nest, attack their young, spend tremendous energies in building artifices 

that are either abandoned when completed, or when maintained, cause more 

disruption than was visible before, and so on. Thus, the conclusions seem to 

match the facts. Are the premises acceptable? Where does perception come 

in? 

Before we proceed, let me first remove some semantic traps, for—as I 

said before—corrupt language is the pathogene of the disease. Some simple 

perversions may come at once to mind, as when “incursion” is used for 

“invasion,” “protective reaction” for “aggression,” ‘food denial’ for 

“poisoning men, beasts, and plants,” and others. Fortunately, we have devel- 

oped some immunity against such insults, having been nourished with syn- 

tactic monstrosities as “*X is better’ without ever saying ‘‘than what.” There 

are, however, many more profound semantic confusions, and it is these to 

which I want to draw your attention now. 

There are three pairs of concepts in which one member of these pairs is 
generally substituted for the other so as to reduce the ricliness of our con- 

ceptions. It has become a matter of fact to confuse process with substance, 

relations with predicates, and quality with quantity. Let me illustrate this 

with a few examples out of a potentially very large catalogue, and let me at 

the same time show you the paralytic behavior that is caused by this concep- 

tual dysfunction. 

Process/Substance 

The primordial and most proprietary processes in any man and, in fact, 

In any organism, namely “information” and ‘‘knowledge,” are now persis- 

tently taken as commodities, that is as substance. Information is, of course, 

the process by which knowledge is acquired, and knowledge is the processes 
that integrate past and present experiences to form new activities, either as 
nervous activity internally perceived as thought and will, or externally per-



ceivable as speech and movement (Maturana, 1970, 1971; Von Foerster, 

1969, 1971). 

Neither of these processes can be “passed on” as we are told in phrases 

like’... Universities are depositories of Knowledge which is passed on from 

generation to generation...,” etc., for your nervous activity is just your 

nervous activity and, alas, not mire. 

No wonder that an educational system that confuses the process of 

creating new processes with the dispensing of goods called “knowledge’’ may 

Cause some disuppointment in the hypothetical receivers, for the goods are 

just not coming: there are no goods. 

Historically, I believe, the confusion by which knowledge is taken as 

substance comes from a witty broadsheet printed in Nuremberg in the 

Sixteenth Century. It shows a seated student with a hole on top of his head 

into which a funnel is inserted. Next to him stands the teacher who pours 

into this funnel a bucket full of “knowledge,” that is, letters of the alphabet, 

numbers and simple equations, It seems to me that what the wheel did for 

mankind, the Nuremberg Funnel did for education: we can now roll faster 

down the hill. 

Is there a remedy? Of course, there is one! We only have to perceive 

lectures, books, slides and films, etc., not as information but as vehicles for 

potential information. Then we shall see that in giving lectures, writing 

books, showing slides and films, etc., we have not solved a problem, we just 

created one, namely, to find out in which context can these things be seen so 

that they create in their perceivers new insights, thoughts, and actions. 

Relation/Predicate 

Confusing relations with predicates has become a political pastime. In 

the proposition “‘spinach is green,” “‘green”’ is a predicate; in “‘spinach is 

good,” “good” is a relation between the chemistry of spinach and the obser- 

ver who tastes it. [He may refer to his relation with spinach as ‘‘good.’’ Our 

‘mothers, who ure the first politictans we encounter, make use of the scman- 
tic ambiguity of the syntactic operator “is” by telling us ‘“‘spinach is good” 

as if they were to suy “spinach is green.” 
When we grow older we are flooded with this kind of semantic distor- 

tion that could be hilarious if it were not so far reaching. Aristophanes could 

have written a comedy in which the wisest men of a land set out to accom- 

plish a job that, in principle, cannot be done. They wish to establish, once and 

for all, all the properties that define an obscene object or act. Of course, ‘‘ob- 

scenity”” is not a property residing within things, but a subject-object rela- 

tionship, for if we show Mr. X a painting and he calls it obscene, we know a



lot about Mr. X but very little ubout the painting. Thus, when our lawmakers 

will finally come up with their imaginary list, we shall know a lot about 

them, but their laws will be dangerous nonsense. 

“Order” is another concept that we are commanded to see in things 

rather than in our perception of things. Of the two sequences A and B, 

o
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sequence A is seen to be ordered while B appears to be in a mess, until we 

are told that B has the same beautiful order as A, for B is in alphabetical 

order (eight, five, four,...). “Everything has order once it is understood” 

says one of my friends, a neurophysiologist, who can see order in what 

appears to me at first the most impossible scramble of cells. My insistence 

here to recognize ‘‘order’’ as a subject-object relation and not to confuse it 

with a property of things may seem too pedantic. However, when it comes 

to the issue “law and order” this confusion may have lethal consequences. 

“Law and order” is no issue, it is a desire common to all; the issue is ‘“‘which 

laws and what order,’’ or, in other words, the issue is “justice and freedom.” 

Castration 

One may dismiss these confusions as something that can easily be cor- 

rected. One may argue that what I just did was doing that. However, I fear 

this is not so; the roots are deeper than we think. We seem to be brought up 

in a world seen through descriptions by others rather than through our own 

perceptions. This has the consequence that instead of using language as a 

tool with which to express thoughts and experience, we accept language as a 

tool that determines our thoughts and experience. 

[It is, of course, very difficult to prove this point, for nothing less is 

required than to go inside the head and to exhibit the semantic structure 

that reflects our mode of perception and thinking. However, there are now 

new and fascinating experiments from which these semantic structures can 

be inferred. Let me describe one that demonstrates my point most dramati- 

cally. 

The method proposed by George Miller (1967) consists of asking inde- 

pendently several subjects to classify on the basis of similarity of meaning a 

number of words printed on cards (Fig. 1). The subject can form as many 

classes as he wants, and any number of items can be placed in each class. The 

data so collected can be represented by a “tree’’ such that the branchpoints 

further away from the “root” indicate stronger agreement among the sub-
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Figure 1. Exainple of 36 words printed on cards to be classified according to similarity in meaning. 
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jects, and hence suggest a measure of similarity in the meaning of the worda 

for this particular group of subjects. 

Fig. 2 shows the result of such a “cluster analysis” of the 36 words of 

Fig. | by 20 adult subjects (“‘root’”’ on the left). Clearly, adults classify ac- 

cording to syntactic categories, putting nouns in one class (bottom tree), 

adjectives in another (next to bottom tree), then verbs, and finally those 

little words one does not know how to deal with. 

The difference is impressive when the adults’ results are compared with 

the richness of perception and imagery of children in the third and fourth 

grade when given the same task (Fig. 3). Miller reflects upon these delightful 

results: 

“Children tend to put together words that might be used in talking about 

the same thing- which cuts right across the tidy syntactic boundaries so 

important to adults. Thus all twenty of the children agree in putting the verb 

‘eat’ with the noun ‘apple’; for many of them ‘air’ is ‘cold’; the ‘foot’ is used 

to ‘jump’: you ‘Jive’ in a ‘house’; ‘sugar’ is ‘sweet’; and the cluster of ‘doctor. 

‘needle,’ ‘suffer,’ ‘weep,’ and ‘sadly’ is a small vignette in itself.” 

What is wrong with our education that castrates our power over lan- 

guage? Of the many factors that may be responsible I shall name only one 

that has a profound influence on our way of thinking, namely, the misapyli- 

cation of the “scientific method.”
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Figure 2, Cluster analysis of the 36 words of Fig. 1 classified by 20 adult subjects. Note that syntactic 
Categories are fuithfully respected, while semantic relations are almost completely ignored. 

Scientific Method 

The scientific method rests on two fundamental pillars: 

(1) Rules observed in the past shall apply to the future. This 1s usually 

Teferred to as the principle of conservation of rules, and J have no doubt that 

you are all familiar with it. The other pillar, however, stands in the shadow 
of the first and thus is not so clearly visible: 

(i) Almost everything in the universe shall be irrelevant. This is usually 

(elerred to as the principle of the necessary and sufficient cause, and what it
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Figure 3. The same 36 words of Figs. 1 and 2 classified by children in the third and fourth grade. Note 

the emergence of meaningful cognitive units, while syntactic categories are almost completely ignored. 

demands is at once apparent when one realizes that “‘relevance”’ is a triadic 

relation that relates a set of propositions (P,, P,;,...) to another set of 

propositions (Q,, Q3,...) in the mind (M) of one who wishes to establish 

this relation. If P are the causes that are to explain the perceived effects Q, 

then the principle of necessary and sufficient cause forces us to reduce our 

perception of effects further and further until we have hit upon the neces- 

sary and sufficient cause that produces the desired effect: everything else in 

the universe shall be irrelevant.
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It is easy to show that resting one’s cognitive functions upon these two 

pillars is counter-productive in) contemplating any evolutionary process, 

be it the growing up of an individual, or a society in transition. In fact, this 

wus already known by Aristotle who distinguished two kinds of cause, one 

the “efficient cause,” the other the “final cause,” which provide us with two 

distinct explanatory frameworks for either inanimate matter, or else hving 

organisms, the distinction being that the efficient cause precedes its effect 

while the final cause succeeds its effect. When striking with a match the 

treated surface of a matchbook, the striking is the (efficient) cause for the 

match to ignite. However, the cause for my striking the match is my wish to 

have it ignited (final cause). 

Perhaps, with this distinction, my introductory remarks may appear 

much clearer. Of course, I had in mind the final cause when I said that if we 

can perceive of the future (the match being ignited), we know how to act 

now (strike!). This leads me immediately to draw a conclusion, namely: 

At any moment we are free to act toward the future we desire. 

In other words, the future will be as we wish and perceive it to be. This 

may come as a shock only to those who let their thinking be governed by the 

principle that demands that only the rules observed in the past shall apply to 

the future. For those the concept of ‘‘change”’ is inconceivable, for change is 

the process that obliterates the rules of the past. 

Quality /Quantify - 

In order to protect society from the dangerous consequences of change, 

not only a whole branch of business has emerged, but also the Government 

has established several offices that busy themselves in predicting the future 

by applying the rules of the past. These are the Futurists. Their job is to 

confuse quality with quantity, and their products are “‘future scenarios” in 

which the qualities remain the same, only the quantities change: more cars, 

wider highways, taster planes, bigger bombs, etc. While these ‘future scenar- 

ios’’ are meaningless in a changing world, they have become a lucrative busi- 

ness tor entreprencurs who scll them to corporations that profit from design- 

ing for obsolescence. 

With the diagnosis of the deficiency to perceive qualitative change, that 

is, a change of our subject-object and subject-subject relationships, we are very 

close to the root of the epidemic that | mentioned in my opening remarks. 

An example in neurophysiology may help to comprehend the deficiency that 

now occurs on the cognitive level.



Dysgnosis 

The visual receptors in the retina, the cones and the rods, operate 

optimally only under certain conditions of illumination. Beyond or below 

this condition we suffer a loss in acuity or in color discrimination. However, 

in the vertebrate eye the retina almost always operates under these optimal 

conditions, because of the iris that contracts or dilates so as to admit under 

changing conditions of brightness the same amount of light to the receptors, 

Hence, the scenario “‘seen”’ by the optic nerve has always the same illumina- 

tion independent of whether we are in bright sunshine or in a shaded room, 

How, then, do we know whether it is bright or shady? 

The information about this datum resides in the regulator that com- 

pares the activity in the optic nerve with the desired standard and causes the 

iris to contract when the activity is too high, and to dilate when it is too” 

small. Thus, the information of brightness does not come from inspecting 

the scenario—it appears always to be of similar brightness—it comes from an 

inspection of the regulator that suppresses the perception of change. 

There are subjects who have difficulties in assessing the state of their 

regulator, and thus they are weak in discriminating different levels of bright- 

ness. They are called “‘dysphotic.”” They are the opposite of photographers 

who may be called “photic,” for they have a keen sense of brightness dis- 

crimination. There are subjects who have difficulties in assessing the regula- 

tors that maintain their identity in a changing world. I shall call individuals 

suffering from this disorder ‘‘dysgnostic,” for they have no way of knowing 

themselves. Since this disorder has assumed extraordinary dimensions, it has 

indeed been recognized at the highest national level. 

As you all know, it has been observed that the majority of the Ameri- 

can people cannot speak. This is interpreted by saying that they are “‘silent’’; 

I say they are mute. However, as you all know very well, there is nothing 

wrong with the vocal tract of those who are mute: the cause of their mute- 

ness iS deafness. Hence, the so-called “silent majority” is de facto a ‘‘deaf 

majority.” 

However, the most distressing thing in this observation is that there is 

again nothing wrong with their auditory system; they could hear if they 

wanted to: but they don’t want to. Their deafness is voluntary, and in others it 

is their blindness. 

At this point proof will be required for these outrageous propositions. 

TIME Magazine (1970) provides it for me in its study of Middle America. 

There its the wife of a Glencoe, [linois lawyer, who worries about the 

America in which her four children are growing up: ‘tl want my children to 
live and grow up in an America as [| knew it,” [note the principle of conser- 
vation of rule where the future equals the past] “where we were proud to be
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cHizens of Chis country. Pine damned sick and tired of listening to all this 

fonsense about how awlul America is.”” [Note voluntary deafness. | 

Another example is a newspaper librarian in Pittsfield, Massachusetts, 

who is angered by student unrest: “Every time I see protestors, I say, ‘Look 

at those creeps.” [Note reduction of visual acuity.] “But then my 12-year- 

old son says, “They’re not creeps. They have a pertect right to do what they 

want.” [Note the un-adult-erated perceptual faculty in the young. } 

The tragedy in these examples is that the victims of “‘dysgnosis’’ not 

only do not know that they don’t see, hear, or feel, they also do not want to. 

How can we rectify this situation? 

Trivialization 

| have listed so fur several instances of perceptual disorders that block 

our vision of the future. These symptoms collectively consitute the syn- 

drome of our epidemic disease. [t would be the sign of a poor physician if he 

were to go about relieving the patient of these symptoms one by one, for the 

elimination of one may aggrevate another. Is there a single common denomi- 

nator that would identify the root of the entire syndrome? 

To this end, let me introduce two concepts, they are the concepts of 

the “trivial”? and the “non-trivial” machine. The term “tmachine”’ in this 

context refers to well-defined functional properties of an abstract entity 

rather than to an assembly of cogwheels, buttons and levers, although such 

assemblies may represent embodiments of these abstract functional entities. 

A trivial machine ts characterized by 4 one-to-one relationship between 

its “input’’ (stimulus, cause) and its “output” (response, effect). This invaria- 

ble relauionship is “‘the machine.” Since this relationship is determined once 

and tor all, this is a deterministic system; and since an output once observed 

for a given input will be the same for the same input given later, this is also a 

predictable system, 

Non-trivial machines, however, are quite different creatures. Their in- 

put-output relationship is not invariant, but is determined by the machine’s 

previous Output. In other words, its previous steps determine its present 

reactions. While these machines are again deterministic systems, for all prac- 

licul reasons they are unpredictable: an output once observed for a given 

Input will most likely be not the same for the same input given later, 

ln order (o prasp the profound difference between these two kinds of 

machines it may be helpful to envision “internal states” in these machines. 

While in the trivial machine only one internal state participates always in its 

Internal operation, i the non-trivial machine itis the shift from one internal 

state fo another that makes it so elusive.
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One may interpret this distinction as the Twentieth Century version of 

Aristotle’s distinction of explanatory frameworks for inanimate matter and 

living organisms. 

All machines we construct and buy are, hopetully, trivial machines. A 

toaster should toast, a washing machine wash, a motorcar should predictably 

respond to its driver's operations. In fact, all our efforts go into one direc 

tion, to create trivial machines or, if we encounter non-trivial machines, to 

convert them into trivial machines. The discovery of agriculture is the discov- 

ery that some aspects of Nature can be trivialized: If I till today, I shall 

have bread tomorrow. 

Granted, that in some instances we may be not completely successful in 

producing ideally trivial machines. For example, one morning turning the 

starter key to our car, the beast does not start. Apparently it changed its 

internal state, obscure to us, as a consequence of previous outputs (it may 

have exhausted its gasoline supply) and revealed for a moment its true nature 

of being a non-trivial machine. But this is, of course, outrageous and this 

state of affairs should be remedied at once. 

While our pre-occupation with the trivialization of our environment 

may be tn one domain useful and constructive, in another domain it is 

useless and destructive. Trivialization is a dangerous panacea when man applies 

it to himself. 

Consider, for instance, the way our system of education is set up. The 

student enters school as an unpredictable “non-trivial machine.’” We don’t 

know what answer he will give to a question. However, should he succeed in 

this system the answers he gives to our questions must be known. They are 

the “‘right’’ answers: 

Q: “When was Napoleon born?” 

A: “1769” 

Right! 

Student ~ Student 

but 

Q: “When was Napoleon born?” 

A: Seven years before the Declaration of Independence.” 

Wrong! 

Student + Non-student 

Tests are devices to establish a measure of trivialization. A perfect score ina 

test is indicative of perfect trivialization: the student is completely predicta- 
ble and thus can be admitted into society. He will cause neither any surprises 

nor any trouble.



Future 

| shall call a question to which the answer is known an “illegitimate ques- 

tion.” Wouldn’t it be fascinating to contemplate an educational system that 

would usk of its students to answer “legitimate questions” that is questions 

to which the answers are unknown (EI. Brin in a personal communication). 

Would it not be even more fascinating to conceive of a society that would 

establish such an educational system? The necessary condition for such an 

utopia is that its members perceive one another as autonomous, non-trivial 

beings. Such a socicty shall make, I predict, some of the most astounding 

discoveries. Just for the record, | shall list the following three: 

1. “Education is neither a right nor a privilege: it is a necessity.” 

2. “Education is learning to ask legitimate questions.” 

A society who has made these two discoveries will ultimately be able to 

discover the third and most utopian one: 

3. “A is better off when B is better off.” 

From where we stand now, anyone who seriously makes just one of 

those three propositions is bound to get into trouble. Maybe you remember 

the story Ivan Karamazov makes up in order to intellectually needle his 

younger brother Alyosha. The story is that of the Great Inquisitor. As you 

recall, the Great Inquisitor walks on a very pleasant afternoon through his 

town, I believe it ts Salamanca; he jis in good spirits. In the morning he has 

burned at the stakes about a hundred and twenty heretics, he has done a 

good job, everything ts fine. Suddenly there is a crowd of people in front of 

him, he moves closer to see what’s going on, and he sees a stranger who is 

putting his hand onto a lame person, and that lame one can walk. Then a 

blind girl is brought before him, the stranger is putting his hand on her eyes, 

and she can see. The Great Inquisitor knows immediately who Fle is, and he 

says to his henchmen: ‘Arrest this man.”’ They jump and arrest this man and 

put Him into jail. In the night the Great Inquisitor visits the stranger in his 

cell and he says: “‘Look, I know who You are, troublemaker. It took us one 

thousand and five hundred years to straighten out the troubles you have 

sown, You know very well that people can’t make decisions by themselves. 

You know very well people can’t be free. We have to make their decisions. 
We tell them who they are to be. You know that very well. Therefore, I shall 
burn You ut the stakes tomorrow.” The stranger stands up, embraces the 
Great Inquisitor and kisses him. The Great Inquisitor walks out, but, as he 
leaves the cell, he does not close the door, and the stranger disappears in the 
darkness of the night. 

Let us remember this story when we meet those troublemakers, and let



204 

us Keep the door open for them. We shall recognize them by an act of. 

creation: 

‘‘Let there be vision: and there was light.” 
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Responsibilities of Competence” 

Heinz Von Foerster 

Biological Computer Laboratory 
University of Illinois 

Ar our lase Annual Symposium | submitted to you a theorem to which Stafford Beer referragyy 
on another occasion as “Heinz Von Foerster’s Theorem Number One.” As some of you may re- 

member, it went as follows: 

  

“The more profound the problem that is ignored, the greater are the chances for fame and 
success.” 

Building on a tradition of a single instance, I shall again submit a theorem which, in all modi 
ty, I shall call “Heinz Von Foerster’s Theorem Number Two.” It goes as follows: 

“The hard sciences are successful because they deal with the soft problems; the soft sciences 
are struggling because they deal with the hard problems.” 

Should you care to look closer, you may discover that Theorem 2 could serve as a corollary 
to Theorem 1. This will become obvious when we contemplate for a moment the method of in- 
quiry employed by the hard sciences. If a system is too complex to be understood it is broken upg 
into smaller pieces. If they, in turn, are still too complex, they are broken up into even smaller 
pieces, and so on, until the pieces are so small that at least one piece can be understood. The de- 
lightful feature of this process, the method of reduction, “reductionism,” is that it inevitably lead 

to success. 
Unfortunately, the soft sciences are not blessed with such favorable conditions. Consider, fous 

instance, the sociologist, psychologist, anthoropologist, linguist, etc. If they would reduce the comm 
plexity of the system of their interest, i.¢., society, psyche, culture, language, etc., by breaking it 

up into smaller parts for further inspection they would soon no longer be able to claim that they 
are dealing with the original system of their choice. This is so, because these scientists are dealing 
with essentially nonlinear systems whose salient features are represented by the interactions be- 
tween whatever one may call their “parts” whose properties in isolation add little, if anything, to 
the understanding of the workings of these systems when each is taken as a whole. Consequently, 
if he wishes to remain in the field of his choice the scientist who works in the soft sciences is facem 
with a formidable problem: he cannot afford to loose sight of the full complexity of his system, om 
the other hand it becomes more and more urgent that his problems be solved. This is not just to 
please him. By now it has become quite clear that his problems concern us all. “‘Corruption of out 
society,” “psychological disturbances,” ‘cultural erosion,” the “breakdown of communication,” 
and all the other of these ‘‘crises” of today are our problems as well as his. How can we contributes 
to their solution? 

          

  

*Adapted from the keynote address at the Fall Conference of the American Society for Cybernetics, Dec. 9, 
1971, in Washington, D.C. 

Copyright © 1972 by Scripta Publishing Compeny.



207 

My suggestion is that we apply the comperences gained in the hard sciences — and not the 

method of reduction — to the solution of the hard problems in the soft sciences. I hasten to add ° 

shat this suggestion is not new at all. In fact, [ submit chac it is precisely Cybernetics that inter- 

faces hard competence with the hard problems of the soft sciences. Those of us who witnessed the 
sarly development of cybernetics may well remember that before Norbert Wiener created that 
same of our science it was referred to as the study of ‘Circular-Causal and Feedback Mechanisms 

a Biological and Social Systems,” a description it carried even years after he wrote his famous 
book. Of course, in his definition of Cybernetics as the science of ‘communication and control 
in the animal and the machine” Norbert Wiener went one step further in the generalization of these 
concepts, and today ‘‘Cybernetics” has ultimately come to stand for the science of regu/ation in 

che most general sense. 
Since our science embraces indeed this general and all-pervasive notion, why then, unlike 

most of our sister sciences, do we not have a patron saint or a deity to bestow favors on us in our 

search for new insights, and who protects our society from evils from without as well as from with- 
in? Astronomers and physicists are looked after by Urania; Demeter patronizes agriculture; and 
various Muses help the various arts and sciences. But who helps Cybernetics? 

One night when | was pondering this cosmic question I suddenly had an apparition. Alas, it 
was not one of the charming goddesses who bless the other arts and sciences. Clearly, that funny 
lictle creature sitting on my desk must be a demon. After a while he started to talk. I was right. 
“tam Maxwell’s Demon,” he said. And then he disappeared. 

When I regained my composure it was immediately clear to me that nobody else but this res- 
pectable demon could be our patron, for Maxwell’s Demon is the paradigm for regulation. 

As you remember, Maxwell’s Demon regulates the flow of molecules between two containers 
in a most unnatura/ way, namely, so that heat flows from the cold container to the hotter, as op- 
posed to the natural course of events where without the demon’s interference heat always flows 
from the hot container to the colder. 

[ am sure you also remember how he proceeds: He guards a small aperture between the two 
containers which he opens to let a molecule pass whenever a fast one comes from the cool side or 
a slow one comes from the hot side. Otherwise he keeps the aperture closed. Obviously, by this 
maneuver he gets the cool container becoming cooler, and the hot container getting hotter, thus 
apparently upsetting the Second Law of Thermodynamics. Of course, we know by now that while 
he succeeds in obtaining this perverse flow of heat, the Second Law remains untouched. This is be- 
cause of his need for a flashlight to determine the velocity of the upcoming molecules. Were he at 
thermal equilibrium with one of the containers he couldn’t see a thing: he is part of a black body. 
Since he can do his antics only as long as the battery of his flashlight lasts, we must include into 

the system with an active demon not only the energy of the two containers, but also that of the 
battery. The entropy gained by the battery’s decay is not completely compensated by the negen- 
tropy gained from the increased disparity of the two containers. 

The moral of this story is simply that while our demon cannot beat the Second Law, he can, 
by his regulatory activity, retard the degradation of the available energy, i.e., the growth of en- 
tropy, to an arbitrary slow rate. 

This is indeed a very significant observation because it demonstrates the paramount impor- 
tance of regulatory mechanisms in living organisms. In this context they can be seen as manifes- 
tations of Maxwell’s Demon, retarding continuously the degradation of the flow of energy, that is, 
retarding the increase of entropy. In other words, as regulators living organisms are “entropy 
retarders.”
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Moreover, as I will show in a moment, Maxwell’s Demon is not only an entropy retarder ang 
a paradigm for regulation, but he is also a functional isomorph of a Universal Turing Machine. Tt 
the three concepts of regulation, entropy retardation, and computation constitute an interlaced$ 
conceptual network which, for me, is indeed the essence of Cybernetics. { 

[ shall now briefly justify my claim that Maxwell’s Demon is not only the paradigm for regg 
lation but also for computation. 

When I use the term “computation” I am not restricting my self to specific operations as, f 
instance, addition, multiplication, etc. I wish to interpret ‘“‘computation”’ in the most general seg 

as a mechanism, or “algorithm,” for ordering. The ideal, or should I say the most general, represg 
tation of such mechanism is, of course, a Turing Machine, and I shall use this machine to illumi 

some of the points [ wish to make. 
There are two levels on which we can think of “‘ordering.” The one is when we wish to malg 

a description of a given arrangement of things. The other one when we wish to re-arrange things ¢ 
cording to certain descriptions. It will be obvious at once that these two operations constitute is 
deed for foundations for all that which we call “computation.” 

Let A be a particular arrangement. Then this arrangement can be computed by a universal | 
Turing machine with a suitable initial tape expression which we shall call a “description” of A: | 
D(A). The length L(A) of this description will depend on the alphabet (language) used. Hence, wi 
may say that a language a, reveals more order in the arrangement A than another language a., 
if and only if the length L, (A) of the suitable initial tape description for computing A is shorter 
than L(A), or mutatis mutandis. : 

This covers the first level of above, and leads us immediately to the second level. 
Among all suitable initial tape descriptions for an arrangement A, there is a shortest one: 

L*(A, ). If A, is re-arranged to give oe call A, to be of a highe order than A, if and only if the; 
shortest initial tape description L*(A,) is shorter than L*(A, ), or mutatis mutandis. | 

This covers the second level of Fabove and leads us 3 a Beal statement of perfect ordering — 
(computation). 

Among all arrangements A, there is one, A*, for which the suitable initial tape description ist 
the shortest L*(A*), 

[ hope that with these examples it has become clear that living organisms (replacing now th 
Turing machine) interacting with their environment (arrangements) have several options at their q 

posal: (i) they may develop “languages” (sensors, neural codes, motor organs, etc.) which “fit” 
their given environment better (reveal more order); (ii) they may change their surroundings until 
it ‘‘fits” their constitution; and (iii), they may do both. However, it should be noted that whateva 
option they take, it will be done by computation. That these computations are indeed functional | 
isomor phs of our demon’s activity is now for me to show. 

The essential function of a Turing machine can be specified by five operations: 

(i) Read the input symbol x. 
(ii) Compare x with z, the internal state of the machine. 
(iii) Write the appropriate output symbol y. 
(iv) Change the internal state z to the new state z. 

(v) Repeat the above sequence with a new input state x.
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Similarly, rhe essential function of Maxwell’s Demon can be specified by five operations equi 

yalent to those above: 

(i) Read the velocity v of the upcoming molecule M. 

(ii) Compare (mv*/2) with the mean energy < mv’ /2> (temperature T) of, say, the cooler 

container (internal state T). 

(iii) Open the aperture if (mv’/2) is greater than < mv?/2> ; otherwise keep it closed. 

(iv) Change the internal state T to the new (cooler) state T . 

(v) Repeat the above sequence with a new upcoming molecule M « 

Since the translation of the terms occurring in the correspondingly labeled points is obvious, 
with the presentation of these two lists | have completed my proof. 

How can we make use of our insight that Cybernetics is the science of regulation, computa- 

tion, ordering, and entropy retardation? We may, of course, apply our insight to the system that 
is generally understood to be the cause cé/dbre for regulation, computation, ordering, and entropy 
retardation, namely, the human brain. 

Rather than following the physicists who order their problems according to the number of 
objects involved (‘The one-body problem,” ‘‘The two-body problem,” ‘The three-body problem,” 
etc.), I shall order our problems according to the number of brains involved by discussing now 
“The one-brain problem,” “The two-brain problem,” ‘The many-brain problem,” and “The all- 
brain problem.” 

1. The Single-Brain Problem: The Brain Sciences 
It is clear chat if the brain sciences do not want to degenerate into a physics or chemistry of 

living — or having once lived — tissue they must develop a theory of the brain: T(B). But, of course, 
this theory must be written by a brain: B(T). This means that this theory must be constructed so 
as to write itself T(B(T)). 

Such a theory will be distinct in a fundamental sense from, say, physics which addresses itself 
to a (not quite) successful description of a “‘subjectless world”’ in which even the observer is not 
supposed to have a place. This leads me now to pronounce my Theorem Number Three: 

“The Laws of Nature are written by man. The laws of biology must write themselves.” 

Inorder to refute this theorem it is tempting to invoke Gédel’s Proof of the limits of the 
Entscheidungsproblem in systems that attempt to speak of themselves. But Lars Lofgren and 
Gotthard Ginther have shown that self-explanation and self-reference are concepts that are un- 
touched by Gédel’s arguments. In other words, a science of the brain in the above sense is, | claim, 

indeed a legitimate science with a legitimate problem. 

2. The Two-Brain Problem: Education 
It is clear that the majority of our established educational efforts is directed toward the tri- 

vialization of our children. I use the term “trivialization” exactly as used in automata theory, 
where a trivial machine is characterized by its fixed input-output relation, while in a non-trivial 
machine (Turing machine) the output is determined by the input and its internal state. Since our 

educational system is geared to generate predictable citizens, its aim is to amputate the bothersome 
internal states which generate unpredictability and novelty. This is most clearly demonstrated by 
Our method of examination in which only questions are asked for which the answers are known 
(or defined), and are to be memorized by the student. I shall call these questions “illegitimate ques- 
tions. ”
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Would it not be fascinating to think of an educational system that de-trivializes its scude J 

by teaching them to ask “legitimate questions,” that is, questions for which the answers are ug 

known? : 

3. The Many-Brain Problem: Society 
It is clear that our entire society suffers from a severe dysfunction. On the level of the ing 

vidual this is painfully felt by apathy, distrust, violence, disconnectedness, powerlessness, alieng 
ation, and so on. | call this the “participatory crisis,” for it excludes the individual from partich 
pating in the social process. The society becomes the “system,” the “establishment” or what hy 
you, a depersonalized Kafkaesque ogre of its own ill will. : 

It is not difficult to see that the essential cause for this dysfunction is the absence of an ag 
quate input for the individual to interact with society. The so-called “communication channels; 
the “mass media” are only one-way: they talk, but nobody can talk back. The feedback loop igi 
missing and, hence, the system is out of control. What cybernetics could supply is, of course, a¥ 
versally accessible social input device. @ 

| 
| 
| 

4. The All-Brain Problem: Humanity 
It is clear that the single most distressing characteristic of the global system ‘‘mankind” is | 

demonstrated instability, and a fast approaching singularity. As long as humanity treats itself as 
open system by ignoring the signals of its sensors that report about its own state of affairs, we sf 
approach this singularity with no breaks whatsoever. (Lately I began to wonder whether the infé 
mation of its own state can reach all elements in time to act should they decide to listen rather 

fight.) 
The goal is clear: we have to close the system to reach a stable population, a stable economy 

and stable resources. While the problem of constructing a ‘‘population servo” and an “economic: 
servo” can be solved with the mental resources on this planet, for the stability of our material re? 

sources we are forced by the Second Law of Thermodynamics to turn to extra-planetary source 
About 2-10!* kilowatts solar radiation are at our disposal. Wisely used, this could leave our 

ly, highly structured, invaluable organic resources, fossilized or living, intact for the use and enjoq 

ment of uncounted generations to come. 
If we are after fame and success we may ignore the profundity of these problems in compu- 

tation, ordering, regulation, and entropy retardation. However, since we as cyberneticians sup- 
posedly have the competence to attack them, we may set our goal above fame and success by qui 
ly going about their solution. If we wish to maintain our scientific credibility, the first step to tak 

is to apply our competence to ourselves by forming a global society which is not so much for 
Cybernetics as it functions cybernetically. This is how I understand Dennis Gabor’s exhortation if 
an earlier issue: ‘“Cyberneticians of the world, unite!” Without communication there is no regula- 

tion; without regulation there is no goal; and without a goal the concept of “society” or ‘“‘system' 
becomes void. 

Competence implies responsibilities. A doctor must act at the scene of the accident. We can 
no longer afford to be the knowing spectators at a global disaster. We must share what competené 
we have through communication and cooperation in working together through the problems of o 
time. This is the only way in which we can fulfill our social and individual responsibilities as cybet 
neticians who should practice what they preach.
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Technology: 
What Will It Mean to Librarians? 

[A Response] 

Heinz Von Foerster 

QUESTION 

When a few days ago Mrs. Howe in- 

formed me of your motives for inviting 
me to this institute, | was very much in- 
trigued by her persistent refusal to give 
me a title for my lecture. Instead, she 
asked me to respond to a personal ques- 
tion that seemed to be on most of your 
minds, namely, what impact technology 
will have on the future of your profes- 

sional lives. | shall attempt to answer you 
as good as one who loves books and per- 

sistently asks questions. 
First of all let me assure you that [ 

cannot think of a more timely moment 
than this that you wish to see a climate in 

which your pressing professional needs 

may fruitfully interact with potential 
technologies, for I feel you should not 
wait and see what technology will do 

with you—pardon me, technologists will 
say ‘‘for you'’—but rather you should tell 
technologists what you want to be done. 

In other words, I suggest to invert 
Mrs. Howe's original question: ‘‘Tech- 
nology: What will it mean to 
Librarians?”’ to ask now: ‘‘Librarians: 
What will they mean to Technology?" 

The answer to this question will, of 
course, depend on your knowledge of 
what can be done. However, ina more 
  

This article is based on a lecture given on July 24, 
1970, to the Library Institute, University Exten- 
sion, The University of Wisconsin, Madison, Wis- 
LOMmsgnN. 

important sense it will depend on how 

you, as librarians, see yourselves as part 
of your culture inthe future, and what 
part you wish technology to play in your 
projected self-image. 

TECHNOLOGY 

In contrast to the general belief that we 
live today in an age of technology, | 

maintain that we are living now in an age 
of technocracy. By this I mean that we 

have, hopefully only temporarily, relin- 
quished our responsibility to ask fora 

technology that will solve existent prob- 

lems. Instead we have allowed existent 
technology to create problems it can 

solve. For instance, we are told that those 

new ceramic pots that go from freeze to 

flame are a spin-off from the Apollo 
moon program. I prefer to perceive of a 
world in which the Apollo moon program 
may be a spin-off from making such func- 
tonal pans ard pots. 

Similarly, I can perceive of a world in 
which an adequate technology is created 

to meet the basic problems of yqur task, 

rather than one in which the solutions to 
some superficial problems in library sci- 
ence are a spin-off from the industrial 

computer development program. How do 
I see these basic problems ? 

LIBRARIANS 

There are two functions in which | can 

see the librarian to serve in the social fab-



ne of the future. one as being a custedian 
of books, the other one as being a midwife 
for those who wish to give birth to new 

insights and ideas. 

This alternative appears to make a 

superficial distinction, unless one realizes 
that approximately two million research 

papers in all fields of science and technol- 
ogy taken together are published annual- 
ly, and that these papers appear distri- 
buted over some 30,000 different special- 

ized journals. Within the present century 
these numbers double every ten to fifteen 

years, growing at rates that are more 

than twice the global rate of human pop- 

ulation growth (1). This suggests that the 
chances for the potential user of a future 
library to name successfully the source for 

his enlightenment are diminishing at a 
formidable rate. Consequently, he will 
first shift his request for a particular book 
or document to a request for titles of ap- 
propriate books or documents by asking: 
‘Where is the answer to my question?”’ 
Since, however, a user is primarily inter- 
ested in getting an answer for his ques- 
tion, and only secondarily where he can 
find it, he will ultimately ask: ‘“‘ What is 

the answer to my question?” 

I know that you are very well aware of 
the present shift from requests for docu- 
ments to requests for titles, and that you 
are mecting these demands by rapidly 

developing extensive indexing languages, 

cross-reference file structures, and so- 
phisticated abstracting procedures. On 
the other hand, I am also convinced that 
you are aware of the shortcomings of 

these strategies and of their limitations 

that are conceptual rather than techno- 

logical. For instance, it may amuse you to 

know thatwith all these highly elaborate 
searchtechniques we shall never discover 
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that Max Planck created quantum me- 

chanics: neither in the ude nor in the text 

of his revoldtionary papers 2.) appears the 

term ‘‘quantum — Orone may become 

justifiably discouraged to establish a 

cross-reference matrix. Aiming at a k-th 

order cross-listing of 1) documents the 

matrix has D* entries, which means add- 

ing annually to a catalogue of only second 

order crogss-listings no less than 4 trillion 

entries, almost all of which will be void— 

but must be listed as void! 

Although present day technologists are 
eagerly persuading you toinvest large 
sums of money for acquiring expensive 

hardware as beauty spots that are to cov- 
er up these conceptual blemishes, sooner 

or later you must be prepared for the oth- 

er shift I spoke of before, the user’s shift 

from asking ‘‘Where is the answer. . .?” 
to ‘What is the answer. . . >” 

This means, in other words, that the 

users of a future library system will not 
care for having access to some documents 
that may or may not contain the answer 

to their question, but will request to have 
a direct access to the semantic content of 

these documents, and will not care 

whether the answer given by this system 
is a verbatim citation from a particular 
document, or it is an equivadent para- 
phrase. The user wants to know the facts 
and does not care how they are described 

as fong as the reply is correct and mects 

his needs. 

CHALLENGE 

This is a very severe challenge indeed, 

and it cannot be met by librarians stand- 

ing alone. I hasten to add that this chal- 

lenge cannot be met by any single science 
either. it will require the cooperation of 
broadminded experts in a wide spectrum



of sciences to construct the kind of sys- 

tems that will be demanded from you. 

[| hope you realize that my propositions 
do not challenge the concept of a library 
as a center where knowledge can be ac- 
quired. What f do challenge, however, is 
the concept of the book—or its related 
forms of documentation—as the basic 
vehicle for knowledge acquisition. 

If with these two statements I appear 
to contradict myself fora ‘‘library’’ is 

nothing else but a bonum librorum copia, 
a ‘wealth of good books,” then it is only 
when insisting on this narrow definition. 
Hfowever, this definition shows how 

strongly our culture identifies the book, 

the carrier of the printed word, as the 
depository of all wisdom and knowledge, 

a belief that may be traced back to our 

Judeo-Christian heritage: ‘“‘And the Lord 
delivered unto me two tables of stone 
written with the finger of God.’’* Note 
here that the word of God is written and 

can be read; but, except for Moses, it is 
not spoken and thus cannot be heard. 

CONFUSION 

Perhaps, in the extension of our wor- 
ship of the Scriptures that are considered 
to be the words of God to other scriptures 
that are just representation of facts or 
ideas lies the origin of the confusion that 
identihes the object with the symbol that 
it represents. When this identification 
can no longer be seen as a confusion and 
becomes a mode of thinking, it is recog- 
nized as a symptom of schizophrenia. A 

patient asked: ‘‘how much is 5 X 5?” 

may deliver a detailed description of his 
home, for he happens to live on 25 East 

Main Street. 
While this confusion between facts and 

their descriptions in ecstatic religious, 
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patriotic and pathological states is to be 

recognized, it is recommended not to 
adopt it, for otherwise we do relinquish 
our power to judge a proposition (a de- 
scription) to be either true or false. Facts 
are as they are: they are neither true nor 
false. It is only the descriptions of these 
facts which are either true or false. 

However, for this confusion extenuat- 

ing circumstances may be cited, namely, 
that any description is, in turn, itself a 

fact. But as it is with any tool thatisa 
thing but has a purpose other than itself, 
so it is with a description that is a fact but 
has a purpose other than itself. Of course, 
there are those of us who collect books 
because of the beauty of their binding or 

their print; and, of course, there are the 

books of fiction whose fictions are the 
facts. 

Since the user of our future library 
wishes to know facts, we have to tell him 

‘100° Centigrade” if he asks for the boil- 
ing point of water, and we have to give 
him Lady Chatterly’s Lover if he asks 
for biographical details of this charming 
lady. 

_ The question now arises, what are the 
inner workings of such a system in which 
you can act the double role of a custodian 
of books and of a midwife for new ideas 
and insights, thus maintaining the con- 

cept of a library as being a place where 
knowledge can be acquired ? 

This is tantamount to asking two fun- 
damental questions. First: ‘‘How is 
knowledge acquired?’’ and second: 
‘“How do we mechanize this process?” 

COGNITION 

If we wish to answer the first question 
we must find a solution to the problem of 
cognition. It is only lately that we even



begin to understand the profundity of this 

problem. We do not have yet the episte- 

mology, the logic, the mathematics and 

the design of experiments which will give 
us solid ground for comprehending this 

enigmatic property of living things. 

However, the little that has been learned 

lately has changed substantially many of 

our cherished concepts, and these new 

insights, in turn, imply a radical depar- 

ture from previous thoughts on systems 
that are supposed to aid their users in 
acquiring the knowledge that they seek. 

Since I shall speak in a moment about 

the functional organization of such sys- 

tems that, hopefully, will be yours in the 

future, let me briefly state the conceptual 
framework within which we have to 
search for answers. 

The root of the cognitive problem is 
twofold: epistemological and computa- 
tional. Since a living organism is an au- 
tonomous entity’, we have to come to 

grips with the epistemology of ‘‘autono- 
my.’ By autonomy we mean that all de- 

cistons regarding an organism's actions 
are made within its skin. A living orga- 
nism is a universe in itself. This implies 

that, unlike physics, a complete formal- 

ism for biology must close on itself. The 
following example consisting of two com- 

plementary propositions may illustrate 

this point. 

(1) The interpretations of an orga- 
nism's sensations determine its 

activity. 

(11) An organism’s activity determines 
the interpretations of its sensa- 
tions, 

Such a circular explanation is usually 
called crreulus vitiosus. However, by 
looking closer one will discover that it is 
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this circularity that keeps the system 
going. For those of you who wish to know 

more about the legitumacy of such clused 

formalisms | recommend the work by 

Katz*, Lofgren’, and Brown*. These au- 
thors have successfully argued the logical 

consistency and completeness of such 
formalisms. The rigorous mapping of 

these calculi onto identifiable functional 

elements in living organisms, however, 

has as yet not been made, simply because 

the crucial experiments for this ethology 

are only inanearly state of design. On 

the other hand, there are many observa- 

tions that suggest the validity of this ap- 

proach. For instance, subjects who wear 
for an extended period of time spectacles 
that optically invert the visual field report 
that during the first days the world they 
see is upside-down; gradually, however, 

itturns right side up again, first inthe 
proximity within arm’s reach, then re- 
gions a few steps away, later more distant 
places and, finally, after two or three 
months the whole visual field is experi- 
enced as it was without glasses. This sug- 
gests that it is the motorium that organiz- 
es the sensorium. This may go very far 
indeed as one adapted subject reports: the 

first snowfall of that year was perceived 
as going upward in an otherwise normal 

scenario. 

Such observations should make us 

think twice before we talk of “informia- 
tion” as if it were a commodity outside of 
a perceiver's mind, Vhe world does net 
contain any information: the world is iss 

it is;’ information about it is created in 

an organism through its interaction with 
this world. If some of the advanced doct- 
ment storage and retrieval systems are 
called Information Storage and Retrieval 
systems, then we fall into a dangerous



semantic trap. These systems store books, 

tapes, microfiches or other forms of docu- 

ments hecause, of course, they can’t store 

“information.” [t is again these books, 
apes, miecoliches or other documents 

hist ace retrieved which only when 

looked upon by human cyes may yield the 
desired information. By confusing veht- 
cles for potential information with infor- 
mation one puts the problem of cognition 
nicely into one's blind spot of intellectual 
vision. 

Let me turn now to the computational 
problems of cognition. These are encoun- 

tered already on the most fundamental 

level, for instance, when we ask ‘‘what 

constitute the so called ‘sensory moduli- 
ties'?’’, and extend to the level of the 

higher mental functions, for instance, 

when we ask ‘‘what is memory ?”’, ‘‘what 
is learning?”’, etc. 

You may be surprised to hear that we 
do not yet understand the neural compu- 
tations that lead to the experiences of 
sound, of light and color, of smell and 

taste, of space and shape, and so on. It 
was believed that receptor cells that are 

sensitive to specific stimuli only, say, to 

certain wave lengths in the electro-mag- 
netic spectrum (the “cones” in the reti- 
na), to light intensity (the ‘‘rods''), to 

molecular configurations (the taste buds 
and organs of smell), etce., could account 

lor these distinct experiences. This is not 

so, however, for none of these receptors 

encode into their activity the physical 

cause of their activity. The only message 

they can convey is: ‘here is so and so 

much (but not of ‘what’) at this point on 
my body."’ Consequently, since sensory 

receptors are unable to transmit the dis- 
tinctions of the physical agents that 
caused them to respond, our experience 
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of the ‘‘glorious variety” of the physical 
world, the ‘‘what,”’ is the result of com- 

putations on the receptors’ signals. 

SEMANTIC COMPUTATIONS 

Let me demonstrate the notion that it 
is computing, rather than signalling and 
storing of these signals, which is at the 
core of cognitive processes by contemplat- 
ing for a moment ‘“‘memory.”’ For it ts 
precisely the misconception of this higher 
mental function to be a “‘data storage sys- 
tem” which blocks the vision for the kind 
of systems we shall need to meet the chal- 

lenge of the future. 
If memory were a data storage system 

it is easy to show that in order to account 
for what we know each of our brains 
should be the size of a sphere about one 
mile in diameter packed with nerve 
cells.'"° However, when of this size, the 

operation to recognize, for instance, the 

presence of a lion in its field of vision 
takes this brain about ten years. This 

might be helpful to the lion but, alas, not 

for the bearer of this brain. 
To make this point utterly clear as- 

sume for the moment that we wish to 
make numerical multiplication error-free 
by storing the product of two numbers up 
to n digits in a printed table. The length 
of the bookshelf to accommodate this ta- 
ble printed on 8 1/2” X 11° double bond 
paper is easily calculated to be of length 
L: 

L=n. 10 @ centimeters 
That is, for products with factors from 1- 
1000 (n * 3), the shelf must accommo- 

date a book 3.cm, or 1 1/4”, thick. While 
this may suffice for a kid in grade school, 

to accommodate standard commercial 
need we have to go up to ten-digit num- 
bers (n = 10). Then this table becomes



10'* cm long, that is a hundred times the 

distance of Earthto Sun, or about one 

lightday long. A librarian, moving with 

the velocity of light will, on the average, 

require one half a day to look up a single 

entry in the body of this table. 

Compare the size of this store with a 

computer that fits into your hand and 

does exactly the same. (Figure 1). With 
on the average of thirty turns of the crank 

on the top the desired results involving 

the multiplication of two eight-digit 

numbers appear in the windows of the 

product register. Clearly, this device does 
not store data, it computes on data that 

are, in this example, the factors of a prod- 

uct. If, in this case, one wishes to speak at 

all of “‘storage,” then it is only with re- 

gard to the intrinsic mechanical structure 

of this device that ‘““embodies’’—so to say 

—the principle of numerical computa- 

tion. 

While we do not understand in detail 

how the nervous system accomplishes 
WS WSS NS ~ 

\      

  

J. “Curta,”’ a manual digital computer 
accommodating products up to 10'* - 7. 
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these computations, our understanding of 

the logical relationships that are involved 

here permits us to represent these rela- 

tionships in the structure of mechanical 

or electronic systems that cannot do oth- 

erwise but carry out the operations that 

their structure prescribes them to do. 

The relationships to be considered 

when computing in the logico-mathe- 

matical domain are very well understood, 

hence the success of devices that incorpo- 

rate these relationships: the large digital 

computer systems. However, the struc- 

ture of semantic relationships which is 

embodied in the functional and anatomi- 

cal organization of our brains, and which 

makes us respond to and interact with 

others through language and behavior, is 

only now being explored and slowly un- 

derstood. Until recently, linguists were 

not too helpful in solving this problem. 

They were preoccupied with syntax, i.e., 

the rules by which symbols may be concat- 

enated to form legitimate strings; but 
semantics, t.e., the rules that give mean- 

ing to those strings, was long a dirty 

word. This is not so any longer after it 

had been recognized that syntactic ambi- 

guities are disambiguated in the semantic 

domain. With the steady advance in this 

new field of knowledge, ‘‘psycholin- 

guistics,”’ it becomes now possible to ex- 

pand the notion of computation to in- 

clude computations in the semantic do- 
main. 

Since this notion will be crucial in con- 

templating the computer architecture of 
knowledge acquisition centers of the fu- 
ture, let me give you an cxample of se- 

mantic computation which we owe to 
Weston." 

Weston contemplated the relational 
structure that 1s implicit in puzzles that



ure presented by first telling a story in the 

form of a set of apparently disconnected 
statements, and then asking for particu- 
lars which seem impossible to find. Puz- 
ale fans refer to these as of the “Smith, 
Robinson and Jones” variety. 

Here is one analyzed by Weston: 
A train is operated by three men: 

Smith, Robinson, and Jones. They are 
engineer, fireman, and brakeman, but 
not necessarily respectively. On the train 
are three businessmen of the same names, 
Mr. Smith, Mr. Robinson, and Mr. 

Jones. Consider the following facts about 
all concerned. 

(1) Mr. Robinson lives in Detroit. 

(2) The brakeman lives halfway be- 

tween Chicago and Detroit. 
(3) Mr. Jones earns exactly $20,000 

annually. 
(4) Smith beat the fireman at billiards. 

(5) The brakeman’s nearest neighbor, 

one of the passengers, earns three 
times as much as the brakeman, 

who earns $10,000 a year. 
(6) The passenger whose name is the 

same as the brakeman's lives in 

Chicago. 

This is all that is given. After that the fol- 
lowing questions may be asked. For in- 
stance: 
0 ‘Who is the engineer?”’ c 

‘‘What relationship holds be- 
tween Jones and the passenger 

with the same name as the 
engineer?” 

and so on. 

‘These are apparently quite outrageous 
questions, but I might do well in remind- 
ing you that these are precisely the kind 

of questions that will be asked of you in 
the future, and it will be your task to ex- 

tract the answers from a ‘‘data base” that 
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looks somewhat like the one given in the 

puzzle. 

How to go about in answering these 
questions? Weston asked himself whether 
ve not the situation in the problem state- 
ment can be translated into a single com- 
plex relational structure which may serve 

as a basis for all subsequent operations 
called for by the questions. He observed 
that in this particular case the relational 
structure of the problem statement is 
‘based on five binary relations amongst 
elemerits belonging to five distinct sets: 
the set of trainmen, TM, with the ele- 

ments (Smith, Robinson, Jones}; of jobs J 
= (engineer, fireman, brakeman}; of pas- 

sengers P; of locations L; and of salaries 

S,: with the easily: identifiable corre- 
sponding elements. The five binary rela- 
tions may be called ‘‘namesake:”’ n, ‘‘oc- 
cupation:” o; ‘wins over:”’ w; “resides 
in:’’ r; and ‘‘makes money:”’.m. These 
relations are called ‘“‘binary’’ for they 
stipulate a relation amongst two ‘“vari- 
ables,” for instance n(x,y), or in words: 

“*y is the namesake of y.’’ Similarly 
m(x,y) stands for ‘‘x makes the amount of 

y dollars per y¢ar’’ and so on. 
With this observation it is possible in- 

deed to represent the entire problem 
statement in a single relational structure 

(Figure 2). Sets are represented by the 
appropriately labeled horizontal lines; 
the elements as points along the corre- 
sponding ‘‘set lines,”’ and relations by the 
strings of letters that bear the name of the 
relation, and connect the elements in 
question. With little effort you may 
“read” the problem statement from this 
figure, and vice versa. 

This figure represents the ‘‘data ba.e”’ 
within which all further computations 
may take place. First note that this data
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2. Semantic Structure of the “Smith, Robinson and Jones” problem statement. 

base is equivalent to the other data base Moreover, in this representation an “‘al- 
which is the problem statement, i-e., the gorithm,” that is a computational rule, 
“document,” however, with the profound can he designed that carries out all re- 
distinction that now one can look directly quired deductions. We may not bother 
at the semantic model of this puzzle while with such computations, we may leave 
in the document it remains obscure. this to machines.



I hope that this example gives at least a 
vague idea of what is meant by ‘‘comput- 
ing in the semantic domain’’ and what 
this means with regard to our future user 
who has now direct access to the semantic 
structure of the data base. Since the con- 
cept ofa “document” has been lost in the 

distributed ‘‘wisdom”’ of this relational 

data base, he may enter it at any point he 
wishes and his question will be “‘para- 
phrased”’ to give an answer. If he is satis- 
fied, he leaves; if not, he may ask again. 
‘The Answer’ is, atany rate, amyth. 

Answers to the question: ‘‘When was 
Napoleon born?”’ may be ‘'Fifty-two 
years before he died in St. Helena,” 
‘One thousand seven hundred and seven- 
ty-nine years after Jesus Christ was 
born,” “Seven years before the American 
people declared their independence,’’ and 
so on. The one you prefer depends on 
who you are. 

‘There are two questions that may now 
be raised, one is: ‘‘are there machines 
that can translate the documents into this 
kind of data base?”’ and the other one is: 

‘‘can machines embody such a data 
base?’’ While the answer to the first 
question is a slow “yes,” the answer to 
the second question is a definite “yes.” 

Weston" has developed a program struc- 
ture, called CYLINDER, which allows 

the mapping of embedded relational 
structures of arbitrary depth, and the 

computer hardware to incorporate such 
structures ts available. 

The slow “‘yes’’ to the former question, 
however, is not motivated by lack of con- 

fidence, knowledge or machine capacity. 

At that siage it is more the lack of funds 
than any other single cause that holds us 
back. This seems to be a trivial cause: we 
all lack funds! That here this problem is 
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not so trivial will be seen presently when 

I shall give you a brief sketch of the vari- 
ous approaches to the mechanization of 
such systems with which a user may 
strike up a lively and enlightening con- 
versation. 

COMPUTERS FOR SEMANTICS 

There are in essence two major lines of 
approach to the design of computer sys- 
tems that respond to questions posed in 
the user's natural language. One ap- 
proach goes under the appropriate name 
of “‘Question-Answering System,’ or QA 
for short, and historically it is the precur- 
sor of the other type I shall call ‘“Cogni- 

tive Memory,” or CM for short. While 
these two systems are similar in the sense 
that they both accept and return state- 
ments in a language that any user, in 
turn, may return and accept, they differ 
in the sense that in the QA system the 
Gata base is an unalterable ‘‘codex,’’ to be 

changed only by the system's program- 
mers when new or other.data are avail- 
able, the CM data structure changes after 

each interaction so as to include the out- 
come of these interactions for augmenting 
the richness of its structure. This distinc- 
tion may be captured by saying that QA 
systems are ‘‘machine invariant’ while 
CM systems are ‘‘user adaptive.”’ 

In the following I shall attempt to 
sketch the “anatomy and physiology” of 
the two species of computer systems with 
the explicit apologies, however, that in 
the remaining time I shall be unable to do 
justice to the complexity, sophistication 
and ingenuity that underlie the workings 
of these systems. 

QA System 

The basic conceptual principle adopted
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Am | ALLOWED TO YASS A CAR ON TRE RIGHT. 

OnLy IF YOU ARE ON A STREET OR *IGHWAY WITH ThO OR MORE 
UNO@STAUCTED LANES IA YCLA CIRECTION. 

How OLD MUST A PERSUA BE BEFORE HE CAN APPLY FOR A DRIVER?S 
LICENSE IN ILLINOIS. 

THE MINIMUM AGE FOR 4A DAIVER*®S LICENSE [S 18 YEARS, ExCEPl 
FOR THCSE PERSONS 16 ANC 17 YEARS OF AGE WHO AVE 

SUCCESSPULLY CCMPLETEL ARK APPROVED DRIVER EDUCATION COURSE. 

3. Print-out of an exchange of questions and answers in the R2 system. 
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4. Schematic representation of the R2 Question-Answering System.
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this means with regard to our future user 
who has now direct access to the semantic 
structure of the data base. Since the con- 
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ture, called CYLINDER, which allows 
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The slow “‘yes”’ to the former question, 
however, is not motivated by lack of con- 

fidence, knowledge or machine capacity. 

At that stage it is more the lack of funds 
than any other single cause that holds us 
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not so trivial will be seen presently when 
I shall give you a brief sketch of the vari- 
ous approaches to the mechanization of 
such systems with which a user may 
strike up a lively and enlightening con- 
versation. 

COMPUTERS FOR SEMANTICS 

There are in essence two major fines of 
approach to the design of computer sys- 
tems that respond to questions posed in 
the user's natural language. One ap- 
proach goes under the appropriate name 
of “‘Question-Answering System,” or QA 
for short, and historically it is the precur- 
sor of the other type I shall call ““Cogni- 

tive Memory,” or CM for short. While 
these two systems are similar in the sense 
that they both accept and return state- 
ments in a language that any user, in 
turn, may return and accept, they differ 
in the sense that in the QA system the 
Gata base is an unalterable ‘‘codex,’’ to be 

changed only by the system’s program- 
mers when new or other.data are avail- 
able, the CM data structure changes after 
each interaction so as to include the out- 
come of these interactions for augmenting 
the richness of its structure. This distinc- 
tion may be captured by saying that QA 
systems are ‘machine invariant’ while 
CM systems are “user adaptive.”’ 

in the following I shall attempt to 
sketch the “anatomy and physiology” of 
the two species of computer systems with 
the explicit apologies, however, that in 
the remaining time I shall be unable to do 
justice to the complexity, sophistication 
and ingenuity that underlie the workings 
of these systems. 
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here is maintaining in essence the struc- 
ture of the document as given, taking the 
N primitive sentences ¢hat form the data 
hase as the axioms At, A2, As,...A,, of 

a logical system, and treating each incom- 

ing question as a theorem that can be 

proven to be either true or else false. For 

instance, the question: “Am I allowed to 

do X2” will be treated as: ‘Prove the va- 
lidity of X.” If X is valid, the answer is 
‘‘ves,”’ otherwise it is ‘“‘no.”” However, 

since such a terse reply is most certainly 

unsatisfactory to the user—at least he 

wants to know why—advanced QA sys- 
tems point out the ‘‘reasons”’ for the an- 

swer by referring to the axioms in the 
data base which had been used to furnish 
the conclusion. 

The printout of a typical conversation 
with a QA system specializing in the 

nh 

rules of driving on the highways of the 
State of Illinois is given in Figure 3. 

Figure 4 sketches the internal work- 

ings of this particular QA system called 
‘“R2” for “Rules of the Road”’ the title of 
the Hlinois Driver Manual whose regula- 
tions formthe axioms of R2.'> Eng}ish 
sentences and questions are typed into the 
system by the user on a computer termin- 
al keyboard. Next, these sentences are 
syntactically analyzed by the Parser, and 

the analysis submitted for disambigua- 

tion to the Semantic Interpreter which, 
in connection with the data base stored in 
the Memory performs the necessary se- 
mantic analyses and conversions that 

permit comparison with entries inthe 
data base. When this is done, the compu- 
tations for proving the submitted ques- 

tions are initiated (Deducer), the results 

translated into the user's language 

(Transformer), and, finally, printed out 

on his terminal. 

222 

CM SYSTEM 

While in QA systems the burden of 
semantic computation is given over to the 
analysis of each question which is then 
matched against a record of the original 
document, i.e., the description of the 
SRJ-puzzle on page 218 CM systems 
take up the burden of semantic computa- 

tion already when the data base is 
formed, e.g., in constructing the single 

relational structure of the SRJ-puzzle as 
shown in Figure 2. While this initial 
complexity does not appreciably reduce 
the computations that are called for when 
entering a question, this system allows its 
data structure to change with each inter- 
action by removing linkages that repre- 
sent implicit relationships, and replacing 
them by new linkages that represent the 
relationships that are now made explicit 
by the deductions and conclusions com- 
puted on the previous data structure. 

This is explication in the proper sense of 
the word, and it should be noted that the 
better understanding of the case in ques- 
tion, which is provided to the user 
through the answer given by the system, 
is mirrored in the sytem by being better 
organized for handling future questions 
,of this kind. Since these processes come: 
closest to models of cognition,’:"* ““Cogni- 
tive Memory” appears to be an appropri- 
ate name for such systems. Moreover,: 
singe these processes entail specific com- 
putations whose programs may be part of 
the data base, such organizations in 
which the distinction between storage of 
data and of programs becomes obscure 
will be called “Cognitive Data Base’ or 
CDB, for short. 

Figure 5 symbolizes the inner work- 

ings of aCM, and Table I explains the 

‘symbols used. Its operations may be
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sketched in the following steps: 

(()) From a console, a string of symbols 
(the question) (SS...) is entered into 

the system. As a consequence, from 
the set A of interface operators an 

wppropriate subset 

“iw (4) 
for translating this particular string 
into the data structure is activated. 
‘This has two consequences: 

(1) (i) Certain domains of the data cen- 

ter become modified [ (D,E)o 
(D,E): , and an appropriate subset 
of primary operators 

we = [pf 
becomes activated. 

(ii) These assemble in conjunction 

with the altered data structure from 

the elementary programs E, , a set of 

new secondary operators 

Wi = (0 | 

which may or may not correspond to 

a subset of interface operators 

A = {a }. 
(2) If not, this has two consequences: 

(1) Certain domains of the data cen- 

ter become modified [ (D,E): = 

(1),E)2 ), and an appropriate new 
subset of primary operators 

w2™ (pb 
become activated. 

(ii) These assemble in conjunction 
with the altered data structure from 

the elementary programs E, a set of 
secondary operators 
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@,= lo, fz 

which may or may not correspond to 
a subset of interface operators 

A =a}. 
(3) If not, then the process is repeated 

recursively with 

(D,E),- (DE) ¢ ,, 
* T >" T+) 

e Or Pere 

@ 
(n) until a set of secondary operators 

w, is computed that corresponds to 
a subset of interface operators 

w= 0)=a)=a 
(n+1) These operators a, } translate 

now the appropriate domain of the 
data structure into a string of sym- 
bols (SS ,,,,) which is printed out at 

the console. 
For instance, in the case of the “Smith, 

Robinson, Jones” puzzle, after the two 

questions of page 792 had been entered, 
the system will respond with 

“Smith” 
and 

‘They live at the same place” 
respectively. 

ECONOMY 

Table II gives in different units of size 
the bulk of material that has to be han- 
died. Along the rows one may find the 
number of items belonging to a smaller 
unit which constitute the larger unit. For 
instance, one article in a journal consists 
(on the average) of 10 pages, contains 
10,000 words, and represents a block of 
500,000 bits, etc. The numbers outlined 

by fat squares represent the primary 
numerical relations from which all others 
are derived (adjusted to a Jower value).
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[]. Conversion of various units of documentation. 

They have been chosen so as to conform 
with other estimates (1). 

Based on these numbers one may now 
ask two questions: 
(i) ‘‘What are the installation costs?” 

(it) “‘What are the operation costs?”’ 
of computerized systems, extant or pro- 
posed, which are capable of handling the 

interactions with its users for data bases 

that range from very small collections of 
documents to huge libraries of the magni- 
tude of the Library of Congress as it is 
today or, perhaps, in ten or thirty years. 

The usual approach in answering 
these questions is to turn one’s attention 
to the cost of the machines, their mainte- 

nance and service. This is the ‘‘machine 

oriented’’ attitude, by which the labor to 

create and use the documents is just not 

seen. However, as we shall see later, it is 

the “community oriented”’ attitude which 

will reveal the hidden costs in using any 
system. 

Presently, however, I shall use the 

conventional approach in estimating in- 
stallation costs. In order to have a mea- 

sure of comparison, [ shall discuss three 
systems, the well known method of using 
indexing languages (IL), and the two sys- 
tems mentioned earlier, the question- 

answering system (QA) and the cognitive 

memory (CM). 

The most easy way to arrive at an esti- 

mate of the cost of an entire system is to 

contemplate the incremental cost increase 

(Ay in dollars), when its capacity is in- 

creased by an incremental amount of 

“items (Ax). Tt appears mont conven- 

lent to take asthe unit ofan item is single 

issue of a journal or, its equivalent in 
size, the single chapter of a book. 

While for [IL systems the addition of 
new material means extracting new index 

words from already indexed documents, 

the QA and the CM systems require only 
additional components to handle the in-



creased data base. Thus we have: 

(i) for IL 

Ay @ GN Ax, 

but since the number of index words 

N are related to the size of the data 

file x through the relation 
x= C22N 

or 

N * Csinx 

we have 

Ay = Ca.inx.Ax 

for QA and CM 

Ay = CsAx (QA) 
Ay = CeAx (CM) 

where the constant Cs has to absorb 

the cost of processing units as well as 
core memory, while Ce has in essence 
only to absorb core memory expenses. 

(IL) 
(11) 

The three equations above can - 
easily be integrated to give 

y ™ Aox logio = + A2 (IL)’ 
y = Bix + B: (QA)’ 
y=Cixt+Cr (CM)' 

where the meaning of the quantities 
Ai (@ Ao logio’), Bt and Ci are the, 
costs of the respective systems per 
single item, and A2, B2 and C2zare 
the initial investments for even the 
smallest system (x -» 0) of each 
kind. 

From systems in operation today the 
six constants have been roughly estimated 

and are given in Table III, and the cost 
functions in Figure 6. 
From Figure 6 it is apparent why for 
small libraries (up to 20,000 books, or 

100,000 articles) indexing languages are 

the popular answer to a librarian’s prob- 

‘ 
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lem: they are much cheaper than any- 

thing else. However his headaches begin 
when. his services are to include collec- 

tions of one million or more items. In 

_ order to be still of service he should have 

funds to his disposal that are close to 10 
million dollars. Since this will be denied 
to him, he may shop around among the 
QA or CM systems that give him the de- 
sired service and cost much less, about 
one million dollars. However, should his 

system still grow, he may be advised to 
get himself a CM system, for its price of 
two or three million dollars is “‘peanuts”’ 
compared with all the others. 

  

      

      

  

  

  

Number of Items x 

10° 10S 10’ 

Aif 280 500 800 

Bi 30 cents/item 

Ci | 1 

Ax 1 1. 

Bz} 3.10 Dollars 

Cir} 3.105     
  ay 

Table III, Estimate of the installation 
cost constants for an indexing 
language system (Ai, A2), for 
a question-answering system 
(Bi, B1), and fora cognitive 

memory system (C1, C2).
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Besides giving a suggestion as tothe 

librarian’s investment strategies, Figure: 

6 answers also the problem that | touched 

before, of funding for these novel systems, 
for it is the size of the initial investment, 

e.g., one half of one million dollars for a 
(OM system that does the same as an IL 
system does for just a few thousand dol- 
lars, which makes this problem not a triv- 

tal affair. 

After suggesting answers to the invest- 

ment question, we should now turn to the 
cost-elficiency question. However, I shall 
forego this exercise, for it has been 

shown! that it is not the machine orient- 
ed estimate of costs that counts, but the 
community's expenses to keep such sys- 
tems going that is what we have to be 
aware of. , 

Ina comprehensive paper's Weston 
argues that the size of a scientific com- 

munity—to be identified, say, by the 

members of a learned society——is limited 
by the amount of documents its members 

are capable to produce and read. When a 
society grows beyond this size, it begins 

to break up into ‘professional groups” 
with their own journals, meetings and 
boards, having only the name of the soci- 
ety and its president in common. In other 
words, there is an upper limit 7 of the 

percent of working time a scientist will be 
willing to devote for communicating with 

his fellow scientist may he be on the pro- 
ducing or the absorbing side. Say, there 

are N scientists in the United States, each 
earning (on the average) S dollars, then 
the price P for exchanging information 
through books and journals is per annum 

P= 7NS $/year. 
I leave it to you to guess these numbers, 

but | venture to say that you will have 
difficulties to stay below an annual multi- 
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billion dollar effort. Moreover, if the in- 

vestment into these books and journals 

over an extended period of time is taken 
into consideration, the numbers assume 

astronomical proportions. Thus, it is a 

misguided strategy to invest into in- 
creased efficiency of access to these vehi- 
cles of potential information: these vehi- 
cles are too slow and too expensive. The 
proper strategy is to invest into the accel- 
eration and facilitation of the develop- 
ment of those new vehicles whose struc- 
tural principle is the maintenance of 
semantically related ‘‘neighborhoods,” 
rather than the ad hoc recovery of these 
neighborhoods through some artifices 
from a collection of disconnected items 
scattered through various documents. 

What I am suggesting here is to heed 
the time honored business principle: 
When the production volume is large, 
investments for higher production effi- 
ciency pay off. Since the volume we are 

dealing with here is very large indeed, it 
is the product NS, the national paycheck 
for salaries in science and technology, an 
investment that reduces ever so slightly 
the quantity 7 , the “communication vis- 
cosity constant’’ is bound to yield a sub- 

stantial profit. 
With computer terminals at all univer- 

sities, medical centers, industrial research 

laboratories, etc., being connected with a 

centrally located full fledged Cognitive 
Memory, no books and no survey articles 
have to be written. The original findings 
and the arguments that lead to them can 
be entered directly into CM’s data center, 
and are available in any connection and 
relation to other findings to a user who 
wishes to explore such connections and 
relations without being frustrated by the 
need of crossing the boundaries of disci-
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plines, journals, books, and departinents. conviction that itis not the book that 

Again we have run against the book — made you choose your profession, but it is 

or any equivalent of documentation -as — to help others in realizing their desires of 

the bottleneck anomen’s communication — which Aristotle said: 

channels That i dared to present this ‘All men by nature desire,to know ” 

view co librarians I can only gustily by my 

) ~
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Thoughts and Notes 
on Cognition” 

HEINZ VON FOERSTER 

University of Illinots 

THOUGHTS 

Projecting the image of ourselves into things or functions of things 
in the outside world is quite a common practice. | shall call this projec- 
tion “anthropomorphization.” Since each of us has direct knowledge of 
himself, the most direct path of comprehending X is to find a mapping 
by which we can see ourselves represented by X. This is beautifully 
demonstrated by taking the names of parts of one’s body and giving 
these names to things which have structural or functional! similarities 
with these parts: the “head” of a screw, the ‘‘jaws’’ of a vise, the “‘teeth” 
of a gear, the “lips” of the cutting tool, the “sex’’ of electric connectors, 
the “legs” of a chair, a “chest” of drawers, etc. 

Surrealists who were always keen to observe ambivalences in our 
cognitive processes bring them to our attention by pitching these am- 
bivalences against semantic consistencies: the legs of a chair (Fig. 17), 
a chest of drawers (Fig. 2°), etc. 

At the tum of the century, animal psychologists had a difficult time 

  

I am deeply indebted to Humberto Maturana, Gotthard Cunther,' and Ross Ashby for 

their untiring efforts to enlighten me in matters of life, logic, and large systems, and 
to Lebbeus Woods for supplying me with drawings that illustrate my points better than 
I could do with words slone. However, should there remain any errors in exposition or 
presentation, it ts | who am to blame and not these friends who have so generously 
contributed their time. 

‘This articie is an adaptation of a paper presented on March 2, 1969, ata 

symposium on Cognitive Studies and Artificial Intelligence Research sponsored 

by the Wenner-Gren Foundation for Anthropological Research, and held at the 

University of Chicago Center for Continuing Education in Chicago, Illinois.
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behavior. lu trying to cope with a fox it is an advantage to know he 
is sly, that is, he is a challenge to the brain rather than to the rnuscles. 

Today, with most of us having moved to the big cities, we have lost 
direct contact with the animal world, and pieces of steel furniture with 

some functional properties, the computers, are becoming the objects of 
our endearments and, consequently, are bestowed now with romanti- 

cizing epithets. Since we live today, however, in an era of science and 
technology rather than in one of emotion and sentimentality, the en- 

deaing epithets for our machines are not those of character but of 

mitellect. Although it is quite possible, and perhaps even appropriate 

to talk about a “proud IBM 360-50 system,” the “valiant 1800,” or the 

“sly PDP 8,” [have never observed anyone using this style of language. 
lustead, we romanticize what appears to be the intellectual functions 
of the machines, We talk about their “memories,” we say that these 
machines store and retrieve “information,” they “solve problems,” 

“prove theorems,” etc. Apparently, one is dealing here with quite 
intelligent chaps, and there are even some attempts made to design an 
A. 1. Q., an “artificial intelligence quotient” to carry over into this new 
field of “artificial intelligence” with efficacy and authority the miscon- 
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ceptions that are still today quite popular among some prominent 
behaviorists 

While our intellectual relationship with these machines awaits clarifi- 

cation, in the emotional sphere we secin to do all right I wish to make 

this Comment as a footnote to Madeleine Mathiot’s delightful observa- 

lions in this volume about vanous deviees of awesomeness” associated 

with the referential genders “it,” “he,” and “she.” She develops a 

three-valued lowiceal place value system: in which the nonhuman “it” 

carries ho reference to awesomeness either in the negative (absence) or 

ele in the affirmative (presence), while the human “he” and “she” indeed 

Garry reference to awesomeness, the masculine “he referring to. its 
absence, the leaunme “she,” Of course, to ats presence. 

When tu the early filties at the Ouiversity of Ilinois ILLIAC H was 

built, “it was the referential gender used by all of us. The computer 

group that now works on TLLIAC TEL promises that “he” will be opera- 

tive soon. But ILLLAC TV reaches tnto quite different dimensions. The 

planners say that when “she” will be switched on, the world’s computing 
power will be doubled. 

Ayain, these anthropomorphisms are pertectly all right) inasinuch 
as they help us establish yood working relations with these tools. Since 
most of the people [ know in our computer department are heterosexual 
tnales, it is clear that they prefer the days and nights of their work spent 
with a “she,” rather than with an it’ 

However, in the last decade or so something odd and distressing 
developed, namely, that not only the engineers who work with these 

systems gradually began to believe that those mental functions whose 
names were first metaphorically applied to some machine operations 

are indeed residing: in these machines, but also some biologists —tempted 

by the absence of a comprehensive theory of mentation --began to 

beheve that certain machine operations which unfortunately carried the 

names of some mental processes are indeed functional isomorphs of these 
operations, For example, in the search for a physiological basis of 
memory, they began to look for neural tnechanisms which are analogues 

of electromagnetic or electrodynamic mechanisms that “freeze” ten. 
poral confivurations (magmetic tapes, drums, of Cores) or spatial con- 

fivurations (holograms) of the electromapnetic field so that they may be 
mspected at a later time. 

The deluson, which takes for granted a functional isomorphism 
between various and distinct processes that happen to be called by the 

same name, is so well established in these two professions that he who
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follows Lorenz's example and attempts now to “de-anthropomorphize~ 

machines and to “de-mechanize’ man is prone to encounter antagonisms 

sunilar to those Lorenz encountered when he began to “animalize™ 

anittals. 

Qn the other hand, this reluctance to adopt a conceptual framework 
tin which apparently separable higher mental faculties as, for example, 
“to leam,”” “to remember,” “to perceive,” ‘to recall,” “to predict,” etc., 

are seen as Various manifestations of a single, more inclusive phenome- 
non, namely, “cognition,” 1s quite understandable. It would mean aban- 
doning the comfortable position in which these faculties can be treated 
in isolation and thus can be reduced to rather trivial mechanisms. 
Memory, for instance, contemplated in isolation is reduced to “record- 
inv,” learning to “change,” perception to “input,” etc. In other words, 
by separating these functions from the totality of cognitive processes 
one has abandoned the original problem and now searches for mecha- 
nisms that implement entirely different functions that may or may not 
have any semblance with some processes that are, as Maturana® pointed 

out, subservient to the maintenance of the integrity of the organism as 
a functioning unit. 

Perhaps the following three examples will make this point more 
explicit. 

I shall begin with “memory.” When engineers talk about a computer's 
“memory” they really don’t mean a computer's memory, they refer to 
devices, or systems of devices, for recording electric signals which when 
needed for further manipulations can be played back again. Hence, these 
devices are stores, or storage systems, with the characteristic of all stores, 

numely, the conservation of quality of that which is stored at one time, 

aud then is retrieved at a later time. The content of these stores is a 
record, and in the pre-semantic confusion times this was also the name 

properly given to those thin black disks which play back the music 
recorded on them. I can see the big eyes of the clerk in a music shop 
who is asked for the “memory” of Beethoven's Fifth Symphony. She 
nay refer the customer to the bookstore next door. And rightly so, for 

memories of past experiences do not reproduce the causes for these 
experiences, but—by changing the domains of quality—transform these 
experiences by a set of complex processes into utterances or into other 
forms of symbolic or purposeful behavior. When asked about the con- 
tents of my breakfast, I shall not produce scrambled eggs, I just say, 
“scrambled eggs.” It is clear that a computer's “memory” has nothing 
to do with such transformations, it was never intended to have. This



does not mean, however, that [ do not believe that these machines mav 

eventually write their own memoirs. But in order to get them there we 

still have to solve some unsolved epistemological problems before we 
can turn to the problem of designing the appropriate software and 
hardware. 

If “memory” is a misleading metaphor for recording devices, so is 
the epithet “problem solver” for our computing machines. Of course, 

they are no problem solvers, because they do not have any problems 

in the first place. It is our problems they help us solve like any other 

useful tool, say, a hammer which may be dubbed a “problem solver” 

for driving nails into a board. The danger in this subtle semantic twist 
by which the responsibility for action is shifted from man to a machine 
lies in making us lose sight of the problem of cognition. By making us 
believe that the issue is how to find solutions to some well defined 
problems, we may forget to ask first what constitutes a “problem,” what 
is its “solution,” and—when a problem is identified—what makes us want 

to solve it. 
Another case of pathological seinantics -- and the last example in my 

polemics—is the widespread abuse of the term “information.” This poor 
thing is nowadays “processed,” “stored,” “retrieved,” “compressed,” 
“chopped,” etc., as if it were hamburger meat, Since the case history 

of this modern disease may easily fill an entire volume, I only shall pick 
on the so-called “information storage and retrieval systems’ which in 
the form of some advanced library search and retrieval systems, com- 
puter based data processing systems, the nationwide Educational Re- 

sources Information Center (ERIC), ete, have been seriously suggested 

to serve as analogies for the workings of the brain. 
Of course, these systems do not store information, they store books, 

tapes, microfiche or other sorts of documents, and it is again these books, 
tapes, microfiche or other documents that are retrieved which only if 
looked upon by a human mind may yield the desired information. Calling 
these collections of documents “information storage and retrieval sys- 
tems” is tantamount to calling a garage a “transportation storage and 

retrieval system.” By confusing vehicles for potential information with 
information, one puts again the problem of cognition nicely into one’s 
blind spot of intellectual vision, and the problem conveniently cisap- 

pears. If indeed the brain were seriously compared with one of these 

storage and retrieval systems, distinct from these only by its quantity 
of storage rather than by quality of process, such a theory would require 
a demon with cognitive powers to zoom through this huge system in 
order to extract from its contents the information that is vital to the 
owner of this brain.
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Dificile est satiram non scribere. Obviously, T have failed to overcome 

this difficulty, and |am afraid that | will also fail in overcoming the 

other difficulty, namely, to say now what cognition really is. At thas 

moment, f even have difficulties in relating mv feelings on the pro: 
foundness of our problem. if one cares to approach it in its fall extension: 

Ina group like ours, there are probably as many ways to look at it as 

there are pairs of eves. Lam still baflled by the mystery that when Jim, 

a friend of Joe, hears the noises that are associated with reading alond 
froin the black marks that follow 

ANN IS THE SISTER OF JOE 

or just sees these marks --knows that indeed Ann is the sister of Joe, 
and, de facto, changes his whole attitude toward the world. com 

mensurate with his new insight tate a relational structure of elements 
in this world. 

To my knowledge, we do not yet understand the “cognitive processes” 

which establish this insight from certain sensations. | shall not worry 

at this moment whether these sensations are caused bv an interaction 
of the organism with objects in the world or with their svinbolic repre- 
sentations. For, if 1 understood Dr. Maturana correctly, these two 

problems, when properly formulated, will boil down to the same prob- 
lem, namely, that of cognition per se. 

In order to clarify this issue for myself, 1 gathered the following notes 
which are presented as six propositions labeled n = 1 ——~ 6. Propos:. 
tions numbered n.1, n.2, n.3, etc., are comments on proposition num- 

bered n. Propositions numbered n.m1, n.m2, etc., are comments on 
proposition n.m, and so on. 

Here they are. 

NOTES 

1 A living organism, Q, is a bounded, autonomous unit whose functional 
and structural organization is determined by the interaction of its 

contiguous elementary constituents. 

1.1 The eiementary constituents, the cells, are, in tum, bounded, 
functional, and structural units, however, they are not necessarily au- 

tonomous. 

1.11 Autonomy of cells is progressively lost with increasing differ: 
entiation in organisms of ascending complexity which, on the other hand, 
provides the appropriate “organic environment” for these units to 
maintain their structural and functional integrity.
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12 A livang organisin, Q, is bounded by a closed orientable surface. 

Topologically this is equivalent to a sphere with an even number 2 
of holes which are connected in pairs by tubes. The number p is called 

the venus of the surface. 

1.21 Should the histological distinction between ectoderm and 

endoderm be maintained, then a surface of genus p = (s + 0/2. is 

equivalent to a sphere with s surface holes which are connected through 

a network of tubes with ¢ T-branches Ectoderm is then represented by 
the surface of the sphere, endoderm by the lining of the tubes (Fig. 3). 

13 Any closed orientable surface as inetrizable. Hence, each point 

on this surface can be labeled by the two coordinates a, f, of a geodesic 

coordinate system that may be chosen to cover the surface conveniently. 

One of the properties of a geodesic Coordinate system is that it ts locally 

“eT oO 

      
      

WN. 

Fic. 3 —Closed orientable surface of genus p= 2, (© = 3, t= |b, [eo + t)/2 = 4/2 

= 2)
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Cartesian. Surface coordinates a, 8, will be referred to as the “propne- 

tory coordinates,” denoted by the single symbol €. 
LOL [fto the vicinity of each surface point € the Gaussian curvature 

y is piven, then the totality of triples a, 8, y, determines the shape I 
of the surface (y = y[a,B]). 

1.32 Simce a living organism is bounded by a closed orientable 
surface, an appropriate geodesic coordinate system can be drawn on 

the surface of this organism at an arbitrary “rest state,” and each surface 
element (ectodermal or endodermal cell) can be labeled according to 

the proprietory coordinates € of its location. 

1.33 A cell c, so labeled shall carry its label under subsequent 
distortions of the surface (Continuous distortions), and even after trans- 

plants to locations €’ (discontinuous distortions). | 
1.331 The geodesic coordinates on the surface of the organism 

can be mapped onto a topologically equivalent unit sphere (R = 1) so 
that to each point é and its vicinity on the organism corresponds precisely 
one point A and its vicinity on the unit sphere. Consequently, each cell 
c, on the surface of the organism has an image c, on the surface of the 
unit sphere. 

1.332 It is clear that surface distortions of the organism, even 
transplants of cells from one location to another, are not reflected by 

any changes on the surface of this sphere. The once established map 
remains invariant under such transformations, hence this sphere will be 

referred to as the “representative body sphere” (Fig. 3, or appropriate 

modifications with p > 2). 
1.34 Since the volume enclosed by a closed orientable surface is 

metrizable, all that has been said (1.3 —--» 1.332) for surface points 

€ and cells ¢, holds for volume points { and cells c, with representative 
cells cin the body sphere. 

1.4 The organism, Q, is supposed to be embedded in an “environment” 

with fixed Fuclidean metric, with coordinates a,b, ¢, or x for short, in 

which its position is defined by identifying three environmental points 
X,,%, and x, with three surface points ¢,,é, and & of the organism. 

Conversely, the representative body sphere is embedded in a “repre- 

sentative environment” with variable non-Euclidean metric, and with 

the other conditions mutatis mutandis. 
14 The two pairs of figures (Figs. 4a and 4b and Figs. 5a and 

Sb) illustrate the configuration of the proprietory space, , of an organism 
(fish like creature) as seen from an Euclidean environment (4a and 5a), 
and the conliguration of the non-Euclidean environment as seen from 
the unit sphere (4b, 5b) for the two cases in which the organism is at 
rest (4a, 4b) and in motion (5a, 5b).
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Hic. 4a. --Geodesics of the proprietory coordinate system of an organism $2 at rest [1 
= 0] embedded in an environment with Euclidean metric 

2 Phylogenetically as well as ontoyenetically the neural tube develops 
from the ectoderm. Receptor cells r, are differentiated ectodermal cells 

ey So are the other cells deep in the body which participate in the 

transmission of signals (neurons) n,, the generation of signals (proprio-
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Fic. 4b. —Geodesics (circles, radii) of the proprietory coordinate system with respect to 

the representative body sphere embedded in an environment with non-Euclidean metnc 
corresponding to the organism at rest (Fig. 4a) 

ceptors) p,, as well as those (effectors) e, which cause by their signaling 
specialized fibers (muscles) m, to contract, thus causing changes 67 in 

the shape of the organisin (movement). 
2.1 Let A be an agent of amount A distributed in the environment



      

         
\ 

    > 
IB. 1 ( 

Fu. 5a. --Ceadestcs uf the proprietury coordinate system of an organism {0 in motion 

  

                    
(61 A 0) embedded tn an eavironment with Muctidean metric 

and Characterized by a distribution function of its concentration (inten- 
SITY) Over a parameter p: 

I-A da 
(up) dx dp dplt
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Fec. 56. —Ceodesics (circles, radii) af the proprietory coordinate system with respect to 
the representative body sphere embedded in an environment with non-Euclidean metric 
corresponding to the organism in motion (Fig. 5a)



with 

f Sep) dps a, 2 LA 
v dx 

2.11 Let s(€,p) be the (specific) sensitivity of receptor r, with respect 

to parameter p, and ry be its response activity: 

dp dy da 
(Ep) = k~-- =k(-- — s(€ p) da (‘; / (a), 

with 

f s(&p)dp =), 
0 

and & being a nocmatizing constant. 

2.12 Let vy and € coincide. The response D, of receptor r, to its 

stimmahias Sp iy now 

Pe =f S(Ep) * s(f,p) dp = ha,). 

2.2 This expression shows that neither the modality of the agent, nor 
its parametric characteristic, nor reference to environmental point x is 

encoded in the receptors response, solely some clues as to the presence 

of a stimulant for receptor rare given by its activity pe. 
2.21 Since all receptors of an organism cespoud likewise, it is clear 

that organisins are incapable of deriving any notions as to the “variety 
of environmental features,” unless they make reference to their own body 

by utilizing the geometrical significance of the label € of receptor r, 
which reports: “so and so much (p = p,) ts at this place on iny body 

(g — €,)." 

2.22 Moreover, it is clear that any notions of a “sensory modality” 

cannot atise froma “sensory specificity,” say a distinction in sensitivity 
reyatdiny different parameters p, and p,, or in different sensitivities s, 

ands, for the same parameter p, for all these distinctions are “inteprated 

out’ as seen in expression 2.12. Consequently, these notions can only 

anise from a distinction of the body oriented loci of sensation &€, and 
&,. (A pinch applied to the little toe of the left foot is felt not in the 

brain but at the little toe of the left foot. Dislocating one eyeball by
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gently pushing it aside displaces the environmental image of thy eve 

with respect to the other eve.) 

2253 From this it becomes clear that all inferences regarding the 

environment of 2 must be computed by operating on the distribution 

function p_ (It may also be seen that these operations W,, are in some 

sense coupled to various sensitivities s{&p,] ) 

224 This becomes even more apparent ifa physical agent in the 

environment produces “actions ata distance.” 

2.241 Let goup) be the environmental distribution of sources of 

the avent having parainetric variety (p); let Robe the distance between 

any point x in the environment and a fixed point x5, and let PR) he 
the distance function by which the agent loses its intensity. Moreover 
let the point &, on the body of an organism coincide with x. then the 

stimulus intensity for receptor ras (Fig. 6): 

g A OS 

  & 

    

y 
Fic. 6.—Ceometry of the sensory field for a specific sensor r,, susceptible to an agent 

3 distributed over environmental space
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SP) postion =f P(x Xe (xp) dx 

oe 

and) its response 1s 

Peo pomtion “E BS, , position) 

(compare wath 2.12) 

2242 Again this expression shows suppression of all spatial clues, 

save for self reference expressed by the bodily location &, of the sensation 

and by the position of the organisin as expressed by the limits of the 
Integral which can, of Course, only be taken over the sensory field “seen” 
by receptot cell rn (Pig. 6), 

2.25 Since p, gives no clues as to the kand of stimulant (p), it must 

he either €, the place of origin of the sensation, or the operation w(P,), 

or both that establish a “sensory modality.” 

2.251 In some cases itis possible to compute the spatial distribu: 

tion of an agent from the known distribution of its effects along a closed 

surface of piven shape For instance, the spatial distribution of an 

electrical potential V. has a unique solution by solving Laplace's equa 

tion 

AV O 

for given values V, along a closed ortentable surface (electric fish), Other 

examples may be cited. 

2252 In some other cases it is possible to compute the spatial 

distribution of aim agent frome its effects on yust two small, but distinet 

repions on the body For instance, the (Muchidean, 3 D) notion of “depth” 

iS computed by resolving the discrepancy of having the “same scene” 

represented as different unapes onthe cetinas of the two eyes in binocular 

animals (by 
-. 

7) Let Loa,y) be a postretinal network which computes 

the relation “us deft of. gy While the right eye reports obyect “a to 

be tothe leftiat hj fab]), the left eye pives the contradictory report 

of object Uh being to the left of Ua,” (L{[ba]). A network B which 

takes copmanee of the different opin of sinals coming fron cell 

proups (rj and fri}, to the iyht and lett side of the antinal’s body 

computes with BOLL) anew “ditiension,” namely, the relation B (a,b). 

“ais behind b with respect toe” (subscripts > “self"). 

2.253 The results of these computations always imply a relation
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Fic, 7.—Computation of “depth’’ by resolving a sensory discrepancy in binocular vision; 
(L) networks computing the relation ‘r is left of y”; (B) networks computing the relation 

“x is behind y” 

(geometrical or otherwise) of the organism to its environment, as indi- 
cated by the relative notion of “behind”; or to itself, as indicated by 
the absolute notions of “my left eye” or “my right eye.” This is the 
origin of “self-reference.” 

2.254 It is clear that the burden of these computations is placed 
upon the Operations w which compute on the distribution functions p,. 

2.26 For any of such operations to evolve, it is necessary that
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changes in sensation dp, are Compared with causes of these changes that 

are controlled by the organism, 

S$ Ina stationary enviroament, anisotropic with respect to parameters 

Pp. dw movement dE of the organisin causes a Change of its sensations 

Spy Hence we have 

(movernent) ~~» (change in sensation) 

but not necessarily 

(cChanpe in sensation) -- + (movement) . 

J.) The terins “change in sensation” and “movement” refer to expe- 

riences by the organisor, This is evidenced by the notation employed 

here which describes these affairs p,, py, purely in proprietory coordinates 

€ and ¢. (Mere py has been used to indicate the activity of contractile 

elements my. Comequently po is an equivalent’ description of 49: 

fy oo» OY) 

Bll These terms have been introduced to contrast their corre- 

sponding notions with those of the terms “stunulus” and “response” of 

an organissn which refer to the experiences of one who observes the 

organism and vot to those of the organi itelf This is evidenced by 

the notation employed here which describes these affairs S., 80, in terms 

of environmental coordinates v. This is correct insofar as for an observer 

0 the organism Qois a piece of environment, 

SELL Brom this ites clear that “stinulas” cannot be equated with 

“chanpe dn sensation” and likewise “response” not with “movement.” 

Although it is conceivable that the complex relations that undoubtedly 

hold between these notions may eventually be established when more 
is known of the cognitive processes in both the observer and the orga- 
anism, 

3.112 From the non sequitur established under proposition 3, it 

follows a forttort: 

not necessarily. (stimulus) ---» (response) 

$2 The presence of a perceptible agent of weak concentration may 

CAUSE an OFfanisin CO move toward it (approach). However, the presence 

of the same agent in strong concentration may cause this organism to 

inove away from it (withdrawal). 
3.21 This may be transcribed by the following schema:
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pty __ él 

where the (+) and (—) denote approach and withdrawal respectively 

3.211 ‘This schema is the minimal form for representing 

a) “environment” [S| 

b) “internal representation of environment” Ce[p,]}) 

c) “description of environment” (60* 61 ). 

4 Vhe logical structure of descriptions arises from the logical structure 
of movements; “approach” and “withdrawal” are the precursors for 

“yes” and “no.” 
4.1 The two phases of elementary behavior, “approach” and “with 

drawal,” establish the operational origin of the two fundamental axons 

of two-valued logic, namely, the “law of the excluded contradiction: : 

X&N (not: X and not-N); and the “law of the excluded middle”: 

X V_N (NX or not-X), (Fig. 8). 
4.2 We have from Wittgenstein’s Tractatus’ proposition 4.0621: 

is tinportant that the signs “po and “non po can sav the same thing Bes 
it shows that nothing in reality corresponds to the sum “non.” 

The occurrence of negation in a proposition is not enough Co characterize ity sense 

(DON-NON-p = p). 

4.21 Since nothing in the environment corresponds to negation, 

negation as well as all other “logical particles” (inclusion, alternation, 

unpleation, ete.) must arise within the organism as a consequence of 

perceiving the relation of itself with respect to its environment. 
43 Beyond being logical affirmative or negative, descriptions can be 

true or false. 

4.31 We have from Susan Langer, Philosophy in a New Ker’ 

Die use of signs is the very first manifestation of mind. [tanses as earls in brotogiea 
history as the fainous “conditioned refer” by which a concomitant of a stiaitis 
takes over the sthaules-function. The concomitant becomes a syn of the conditian 

to which the reaction is really appropriate. This is the real begining of mentality, 
for here is the birthplace of erver, and herewith of truth 

432 Thus, not only the logical structure of descriptions but 

also their truth values are coupled to movement. 

4.4 Movement, 6f, is internally represented through operitions 

on peripheral signals generated by:
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Fic 4.- The laws of “excluded contsadiction” (X & X) and of “excluded middle” (X 0 X) 

in the twilight cones between nu motion (M = 0) and approach ( ¢ ), and between 
approach (4) and withdrawal (  ) as a function of the concentration (C) of a perceptible 

ageut
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a) proprioceptors, Py: 

bP —-+ 2, —-> w(t), 

b) sensors, 1: 

) bp, — w(P¢); 

and movement is initiated by operations on the activity v, of 
central elements My, 

c) intent: 

wr) > py ——> OP. 

4.41 Since peripheral activity implies central activity 

Be eB TS 
we have 

w(v,) ——> OP 

| | 
dP <— w(y,). 

4.411 From this it is seen that a conceptualization of descriptions 
of (the internal representation of) the environment arises from the 
conceptualization of potential movements. This leads to the contempla- 
tion of expressions having the form 

w™ (51, wil Nal, ww! ne . Le]))), 

thatas “descriptions of descnptions of descriptions . . .” or, equivalently, 

“representations of representations of representations. ©. .” 

% Vhe information associated with an event E is the formation of 

operations w which control this event's internal representation w(p,) or 

its description dP. 

5.1 A measure of the number of choices of representations (w,[E] ) 
or of descriptions (51,(E]) of this event—-or of the probabilities p, of 

thei occurrence —is the “amount of information” of this event with 

respect tothe organism Q. (HUE) = — log.p,, that is, the negative mean 

value? of all the (log, p,]) 

> The mean value of a set of quantities, 4, whose probability of occurrence of p, is given 
boy a 2x, . Po
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5.1! Tlus shows that information is a relative concept. And so is 
I. 

5.2 The class of different representations w = (w,[E]) of an event E 
determines an equivalence class for different events (E,(w]) = E. Hence, 

a measure of the number of events (E,) which constitute a cognitive 
unit, a “category E"’®—or of the probabilities p, of their occurrence—is 
again the “amount of information”, H, received by an observer upon 
perceiving the occurrence of one of these events. 

9.21 This shows that the amount of information is a number de- 
pending on the choice of a category, that is, of a cognitive unit. 

5.3 We have from a paper by Jerzy Konorski’: 

It 1s not sv, as we would be inclined to think according to our introspection, that 
the receipt of information and its utilization are two separate processes which can 
he cuinbined one with the other in any way; on the contrary, information and its 
utilizahion are inseparable constituting, as a matter of fact, one single process. 

9.31 These processes are the operations w, and they are imple- 
mented in the structural and functional organization of nervous activity. 

5.4 Let », be the signals traveling along single fibers, i, and »'" be 
the outcome of an interaction of NM fibers (§ = 1,2... N): 

AY = FY y yg... vy) SF! ((y,]). 

5.41 It is profitable to consider the activity of a subset of these 
bers as determiner for the functional interaction of the remaining ones 
(“inhibition” changes the functional interaction of “facilitatory” signals). 
This can be expressed by a formalism that specifies the functions com- 
puted on the remaining fibers: 

MMs fii (yl) ft 

The correspondence between the values v of the row vector (y,) and 

the appropriate functions f," constitutes a functional for the class of 
hinctions (> ,. 

5.411 This notation makes it clear that the signals themselves 
may be seen as being, in part, responsible for determining the operations 
being performed on them. 

5.42 The mapping that establishes this correspondence is usually 
interpreted as being the “structural organization” of these operations, 
while the set of functions so generated as being their “functional orga- 
nization.” 

5.421 This shows that the distinction between structural and
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functional organization of cognitive processes depends on the observer's 
point of view. 

5.43 With N fibers being considered, there are 2” possible inter- 
pretations (the set of all subsets of N) of the functional and structural 
organization of such operations. With all interpretations having the same 
likelihood, the “uncertainty” of this system regarding its interpretability 
is H = log, 2% = N bits. 

5.5 Let v,") be the signals traveling along single fibers, i, and »?) be 
the outcome of an interaction of N, such fibers (i = 1, 2, . . . Nj): 

~2 — F)( [py ]) 

or, recursively from 5.4: 

ye) — POO (pia (pu 2) FU (yy). 

5.51 Since the F“ can be interpreted as functionals f | , this leads 

to a calculus of recursive functionals for the representation of cognitive 
processes w. 

5.511 This becomes particularly significant if »,{*-" denotes the 
activity of fiber, i, at a time interval ¢ prior to its present activity v,“’. 

That is, thé recursion in 5.5 can be interpreted as a recursion in time. 
5.52 The formalism of recursive functionals as employed in 5.5 for 

representing cognitive processes, w, is isomorphic to the lexical definition 
structure of nouns. Essentially, a noun signifies a class, cl'”, of things. 
When defined, it is shown to be a member of a more inclusive class, 
cl'?), denoted by a noun which, in turn, when defined is shown to be 
a member of a more inclusive class, cl, and so on [pheasant ——> 
bird ——» animal —— organism ——> thing]: 

cl) — (clin! [cl's-2! (... (cl }))) 

where the notation (e,) stands for a class composed of elements e,, and 

subscripted subscripts are used to associate these subscripts with the 
corresponding superscripts. 

5.521 The highest order n® in this hierarchy of classes is always 
represented by a single, undefined term “thing,” “entity,” “act,” etc., 
which refers to basic notions of being able to perceive at all. 

5.6 Cognitive processes create descriptions of, that is information, 
about the environment. 
6 The environment contains no information. The environment is as it 

iS.
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NOTES ON AN EPISTEMOLOGY FOR LIVING THINGS* 

i. PROBLEM 

While in the first quarter of this century physicists and cosmologists were 

forced to revise the basic notions that govern the natural sciences, in the last 

quarter of this century biologists will force a revision of the basic notions that 

govern science itself. After that “first revolution” it was clear that the classical 

concept of an “ultimate science,’’ that is an objective description of the worid 

in which there are no subjects (a ‘“‘subjectless universe’), contains contradictions. 

To remove these one had to account for an “observer” (that is at least 
for one subject): (i) Observations are not absolute but relative to an observer's 
point of view (i.e., his coordinate system: Einstein); (ii) Observations affect the 
observed so as to obliterate the observer’s hope for prediction (i.e., his uncer- 

tainty is absolute: Heisenberg). 

After this, we are now in the possession of the truism that a description 

(of the universe) implies one who describes (observes it). What we need now is 

the description of the ‘‘describer” or, in other words, We need a theory of the 

observer. Since it is only living organisms which would qualify as being obser- 

vers, it appears that this task falls to the biologist. But he himself is a living 

being, which means that in his theory he has not only to account for himself, 

but also for his writing this theory. This is a new state of affairs in scientific 

discourse for, in line with the traditional viewpoint which separates the obser- 

ver from his observations, reference to this discourse was to be carefully avoid- 

ed. This separation was done by no means because of excentricity or folly, for 

under certain circumstances inclusion of the observer in his descriptions may 

lead to paradoxes, to wit the utterance ‘I am a liar.” 

In the meantime however, it has become clear that this narrow restriction 

not only creates the ethical problems associated with scientific activity, but also 

Cripples the study of life in full context from molecular to social organizations. 

Life cannot be studied in vitro, one has to explore it in vivo. 

In contradistinction to the classical problem of scientific inquiry that pos- 

  

* This article is an adaptation of an address given on September 7, 1972, at the Centre 
Royaumont pour un Science de L‘’homme, Royaumont, France, on the occasion of the in- 

ternational colloquim ‘“‘l’Unite de ‘homme: invariants biologiques et universaux culturel.”’ 
The French version of this address has been published under the title ‘“‘Notes pour une 
épistemologie des objets vivants” in L’Unite de L’Homme: Invariants Biologiques et Uni- 

versaux Culturel, Edgar Morin and Massimo Piattelli-Palmarini (eds), Editions du Seul, 
Paris, pp. 401-417 (1974). [HLV.F. publication No. 77-1]
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tulates first a description-invariant “objective world” (as if there were such a 

thing) and then attempts to write its description, now we are challenged to 

develop a description-invariant ‘subjective world,” that is a world which includes 

the observer: This is the problem. 

However, in accord with the classic tradition of scientific inquiry which 

perpetually asks ‘“‘How?”’ rather than ‘‘What?,” this task calls for an epistemology 

of ‘“‘How do we know?” rather than “What do we know?” 

The following notes on an epistemology of living things address themselves 

to the ‘‘How?” They may serve as a magnifying glass through which this problem 

becomes better visible. 

i. INTRODUCTION 

The twelve propositions labeled 1, 2, 3, .. . 12, of the following 80 Notes 

are intended to give a minimal framework for the context within which the 

various concepts that will be discussed are to acquire their meaning. Since Propo- 

sition Number 12 refers directly back to Number 1, Notes can be read in a cir- 

cle. However, comments, justifications, and explanations, which apply to these 

propositions follow them with decimal labels (e.g., 5.423") the last digit ("3") 
referring to a proposition labeled with digits before the last digit (‘5.42"), etc. 

(e.g., ‘'5.42” refers to “5.4,” etc.). 

Although Notes may be entered at any place, and completed by going 

through the circle, it appeared advisable to cut the circle between propositions 

11” and “1,” and present the notes in linear sequence beginning with Propo- 

sition 1. 

Since the formalism that will be used may for some appear to obscure 

more than it reveals, a preview of the twelve propositions* with comments in 

prose may facilitate reading the notes. 

1. The environment is experienced as the residence of objects, stationary, in 

motion, or changing. ** 

Obvious as this proposition may look at first glance, on second thought one 

may wonder about the meaning of a “changing object.’’ Do we mean the change 

of appearance of the same object as when a cube is rotated, or a person turns 

around, and we take it to be the same object (cube, person, etc.); or when we 

see a tree growing, or meet an old schoolmate after a decade or two, are they 

  

*In somewhat modified form. 

**Propositions appear in italics.
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different, are they the same, or are they different in one way and the same in 

another? Or when Circe changes men into beasts, or when a friend suffers a 

severe stroke, in these metamorphoses, what is invariant, what does change? 

Who says that these were the same persons or objects? 

From studies by Piaget [1] and others [2] we know that “object con- 
stuncy” is one of many cognitive skills that are acquired in early childhood 

and hence are subject to linguistic and thus cultural bias. 

Consequently, in order to make sense of terms like ‘‘biological invariants,” 

“cultural universals,” etc., the logical properties of “invariance” and “‘change”’ 

have first to be established. 

As the notes procede it will become apparent that these properties are 

those of descriptions (representations) rather than those of objects. In fact, as 

will be seen, “‘objects’’ do owe their existence to the properties of representa- 

tions. 

To this end the next four propositions are developed. 

2. The logical properties of “invariance” and "change" are those of repre- 
sentations. !f this is ignored, paradoxes arise. 

Two paradoxes that arise when the concepts “invariance” and ‘‘change”’ are 

defined in a contextual vacuum are cited, indicating the need for a formaliza- 

tion of representations. 

3. Formalize representations R, S, regarding two sets of variables {x} 

and it} , tentatively called "entities" and "instants" respectively. 
Here the difficulty of beginning to talk about something which only later makes 

sense so that one can begin talking about it, is pre-empted by “tentatively,” 

giving two sets of as yet undefined variables highly meaningful names, viz, ‘‘en- 

tities” and “instants,” which only later will be justified. 

This apparent deviation from rigor has been made as a concession to 
lucidity. Striking the meaningful labels from these variables does not change the 

argument. 

Developed under this proposition are expressions for representations that 

can be compared. This circumvents the apparent difficulty to compare an apple 

with itself before and after it is peeled. However, little difficulties are encoun- 

tered by comparing the peeled apple as it is seen now with the unpeeled apple 

as it is remembered to have been before.
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With the concept ‘‘comparison,’’ however an operation (‘‘computation’”’) 

on representations is introduced, which requires a more detailed analysis. This 

is done in the next proposition. From here on the term “computation” will be 

consistently applied to all operations (not necessarily numerical) that transform, 

modify, re-arrange, order, etc., either symbols (in the ‘‘abstract’’ sense) or their 

physical manifestations {in the “concrete’’ sense). This is done to enforce a 

feeling for the realizability of these operations in the structural and functional 

organization of either grown nervous tissue or else constructed machines. 

4, Contemplate relations, "Rel, " between representations, R, and S. 

However, immediately a highly specific relation is considered, viz, an ‘“‘Equiva- 

lence Relation” between two representations. Due to the structural properties 

of representations, the computations necessary to confirm or deny equivalence 

of representations are not trivial. In fact, by keeping track of the computational 

pathways for establishing equivalence, ‘‘objects” and “‘events’’ emerge as con- 

sequences of branches of computation which are identified as the processes of 

abstraction and memorization. 

5. Objects and events are not primitive experiences. Objects and events are 

representations of relations. 

Since “objects” and “‘events’’ are not primary experiences and thus cannot 

claim to have absolute (objective) status, their interrelations, the “environment,” 
is a purely personal affair, whose constraints are anatomical or cultural factors. 

Moreover, the postulate of an “external (objective) reality” disappears to give 
way to a reality that is determined by modes of internal computations {3]. 

6. Operationally, the computation of a specific relation is a representation of 

this relation. 

Two steps of crucial importance to the whole argument forwarded in these 

notes are made here at the same time. One is to take a computation for a re- 

presentation; the second is to introduce here for the first time‘‘recursions.” By 

recursion is meant that on one occasion or another a function is substituted for 

its own argument. In the above Proposition 6 this is provided for by taking the 

computation of a relation between representations again as a representation. 

While taking a computation for a representation of a relation may not 

cause conceptual difficulties (the punched card of a computer program which 

controls the calculations of a desired relation may serve as a adequate metaphor), 

the adoption of recursive expressions appears to open the door for all kinds of 

logical mischief. 

However, there are means to avoid such pitfalls. One, e.g., is to devise a 

notation that keeps track of the order of representations, e.g., “the represen-
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tation of a representation of a representation’ may be considered as a third 

order representation, R 3), The same applies to relations of higher order, 

n: Rel\", 

After the concepts of higher order representations and relations have been 

introduced, their physical manifestations are defined. Since representation and 

relations are computations, their manifestations are ‘“‘special purpose computers”’ 

called “representors” and ‘“‘relators’’ respectively. The distinction of levels of 

computation is maintained by referring to such structures as n-th order represen- 

tors (relators). With these concepts the possibility of introducing ‘‘organism’’ is 

now open. 

7. A living organism is a third order relator which computes the relations 

that maintain the organism's integrity. 

The full force of recursive expressions is now applied to a recursive definition 

of living organisms first proposed by H. R. Maturana [4] [5] and further 
developed by him and F. Varela in their concept of “‘autopoiesis” [6]. 

As a direct consequence of the formalism and the concepts which were 

developed in earlier propositions it is now possible to account for an inter- 

action between the internal representation of an organism of himself with one 

of another organism. This gives rise to a theory of communication based on a 

purely connotative “language.’’ The surprising property of such a theory is now 

described in the eighth proposition. 

8. A formalism necessary and sufficient for a theory of communication 

must not contain primary symbols representing communicabilia (e.g., symbols, 

words, messages, etc.). 

Outrageous as this proposition may look at first glance, on second thought 

however it may appear obvious that a theory of communication is guilty of 

circular definitions if it assumes communicabilia in order to prove communi- 

cation. 

The calculus of recursive expressions circumvents this difficulty, and the 

power of such expressions is exemplified by the (indefinitely recursive) reflex- 

ive personal pronoun “‘I."’ Of course the semantic magic of such infinite recur- 

sions has been known for some time, to wit the utterance “‘l am who | am” 

[7]. 

9. Terminal representations (descriptions) made by an organism are manifest 

in its movements; consequently the logical structure of descriptions arises from 

the logical structure of movements. 

The two fundamental aspects of the logical structure of descriptions, namely
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their sense (affirmation or negation), and their truth value (true or false), are 

shown to reside in the logical structure of movement: approach and withdrawal 

regarding the former aspect, and functioning or dysfunctioning of the condi- 

tioned reflex regarding the latter. 

It is now possible to develop an exact definition for the concept of ‘‘in- 

formation” associated with an utterance. “Information” is a relative concept 

that assumes meaning only when related to the cognitive structure of the obser- 

ver of this utterance (the “‘recipient’). 

10. The information associated with a description depends on an observer's 

ability to draw inferences from this description. 

Classical logic distinguishes two forms of inference: deductive and inductive 

[8]. While it is in principle possible to make infallible deductive inferences 

(“‘necessity’’), it is in principle impossible to make infallible inductive inferences 

(‘ chance’). Consequently, chance and necessity are concepts that do not apply 

to the world, but to our attempts to create (a description of) it. 

17. The environment contains no information; the environment is as it is. 

12. Go back to Proposition Number 7. 
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ll. NOTES 

1, The environment is experienced as the residence of objects, stationary, in 

motion, or changing. 

1.1 “Change” presupposes invariance, and “invariance” change. 

2. ‘The logical properties of "Invariance" and "change" are those of repre- 
sentations. If this is ignored paradoxes arise. 

2.1. The paradox of “‘invariance:” 

THE DISTINCT BEING THE SAME 

But it makes no sense to write x, = x. (why the indices?). 
And x = x says something about ean ut nothing about x. 

2.2 The paradox of “‘change:” 

THE SAME BEING DISTINCT 

But it makes no sense to write x # x. 

3. Formalize the representations R, S, . . regarding two sets of variables x; 

and t. {i,j = 1, 2,3...), tentatively called “entities'' and "instants’ ' respectively. 

3.1 “The representation R of an entity x regarding the instant t, is distinct 

from the representation of this entity regarding the instant ty: 

R(x(ty)) #R(x(tp)} 
3.2 The representation S of an instant t regarding the entity X4 is distinct 

from the representation of this instant regarding the entity X9: 

S(t(x4)) FS(t(x9)) 
3.3 However, the comparative judgment (‘‘distinct from’’) cannot be made 
without a mechanism that computes these distinctions. 

3.4 Abbreviate the notation by 

R(xAt,)) >R 

Styl) * Sy, 
i, 7&1=1,2,3,..) 

4, Contemplate relations Rel fr between the representations R and S: 

Rel (Rj, Sp) 

(u= 1, 2,3,...) 
4.1 Call the relation which obliterates the distinction x; # x, and t, 7 Ft, (i.e, 
i= j = k) the “Eauivalence Relation” and let it be represented by: 

Equ(R Sia) 
4.11 This isa representation of a relation between two representations and 

reads: 

“The representation R of an entity x; retarding the instant t; is equivalent 

to the representation S of an instant t; regarding the entity Xj"
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4.12 A possible linguistic metaphor for the above representation of the equi- 

valence relation between two representations is the equivalence of ‘thing 

acting’ (most Indo-European languages) with ‘‘act thinging” (some African 
languages) (cognitive duality). For instance: 

“The horse gallops” < ‘‘The gallop horses” 
4.2 The computation of the equivalence relation 4.1 has two branches: 

4.21 One computes equivalences for x only 

Equ(R;, Sj) = Obj(x,) 

4.211 The computations along this branch of equivalence relation are called 

“‘abstractions:” Abs. 

4.212 The results of this branch of computation are usually called “objects’’ 

(entities), and their invariance under various transformations (t,, ty, . . .) is in- 
dicated by giving each object a distinct but invariant label N- Name”): 

Obj(x;) +N 

4.22 The other branch computes equivalences for t only: 

Equ(R,, Si) = Eve(t) 

4.221 The computations along this branch of equivalence relation are called 

“memory: Mem. 

4222 The results of this branch of computation are usually called ‘‘events”’ 

(instants), and their invariance under various transformations (x;,x,. . .) is in- 
dicated by associating with each event a distinct but invariant label q; (“Time’’): 

Eve(t, \>T, 
4.3. This shows that the cdncepts “object,” “event,” “name,” ‘‘time,’’ ‘‘ab- 

straction,” “‘memory,” “invariance,” ‘‘change,’’ generate each other. 

From this follows the next proposition: 

5. Objects and events are not primitive experiences. "Objects" and "Events"’ 
are representations of relations. 

5.1. A possible graphic metaphor for the complementarity of ‘‘object” and 

“event” is an orthogonal grid that is mutually supported by both (Fig. 1). 

oo 

FIGURE 1. “Objects” 

creating ‘“‘Events” and 
ee vice versa. 

GP oN SS Eve(t,) 

Eve (t,) 

Eve (t.) 

Eve(t,) 

Obj (x-) Ob} (x5) Obj (x) Ob} (x4)
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5.2. “Environment” is the representation of relations between “objects” and 
“events” 

Env(Obj, Eve) 
5.3 Since the computation of equivalence relations is not unique, the results 

of these computations, namely, ‘‘objects’’ and ‘‘events”’ are likewise not unique. 

531 This explains the possibility of an arbitrary number of different, but in- 

ternally consistent (language determined) taxonomies. 

5.32 This explains the possibility of an arbitrary number of different, but in- 

ternally consistent (culturally determined) realities. 

5.4 Since the computation of equivalence relations is performed on primitive 

experiences, an external environment is not a necessary prerequisite of the 

computation of a reality. 

6. Operationally, the computation Cmp(Rel) of a specific relation is a re- 

presentation of this relation. 

R = Cmp(Rel) 
6.1. A possible mathematical metaphor for the equivalence of a computation 

with a representation is, for instance, Wallis’ computational algorithm for the 

infinite product: 

2.2.2.4.4.6.6 
13 3 5 5 7°°*° 

Since this is one of many possible definitions of 7 (3.14159. . .), and wis a 
number, we may take 7 as a (numerical) representation of this computation. 

6.2 Call representations of computations of relations “second order represen- 

tations.” This is clear when such a representation is written out fully: 

R= Cmp(Rel(R; » Sp), 
where R;; and S;, are, of course, “first order representations” as before (3.3). 

6.21 From this notation it is clear that first order representations can be in- 

terpreted as zero-order relations (note the double indices on S and R). 
6.22 From this notation it is also clear that higher order (n-th order) repre- 

sentations and relations can be formulated. 

6.3. Call a physical mechanism that computes an n-th order representation 

(or an n-th order relation) an ‘n-th order representor” RPS" (or “n-th order 

relator” RL n)) respectively. 
6.4 Call the externalized physical manifestation of the result of a compu- 

tation a “terminal representation” or a ‘“‘description.” 

6.5 One possible mechanical metaphor for relator, relation, objects, and des- 

criptions, is a mechanical desk calculator (the relator) whose internal structure 
(the arrangement of wheels and pegs) is a representation of a relation common- 
ly called “addition:” Add (a, b; c). Given two objects, a = 5, b = 7, it com- 
putes a terminal representation (a description), c, of the relation between these 
two objects in digital, decadic, form: 

Add (5, 7; 12)
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6.51 Of course, a machine with a different internal representation (structure) 

of the same relation Add (a, b; c), may have produced a different terminal re- 
presentation (description), say, in the form of prime products, of this relation 

between the same objects: 

Add (5, 7; 22 + 3!) 
6.6. Another possible mechanical metaphor for taking a computation of a 

relation as a representation of this relation is an electronic computer and its 

program. The program stands for the particular relation, and it assembles the 

parts of the machine such that the terminal representation (print-out) of the 

problem under consideration complies with the desired form. 

661 A program that computes programs is called a ‘‘meta-program.” In this 

terminology a machine accepting meta-programs is a second-order relator. 

6.7. These metaphors stress a point made earlier (5.3), namely, that the com- 

putations of representations of objects and events is not unique. 

6.8 These metaphors also suggest that my nervous tissue which, for instance, 

computes a terminal representation in the form of the following utterance: 

“These are my grandmother’s spectacles” neither resembles my grandmother 

nor her spectacles; nor is there a “trace” to be found of either (as little as 

there are traces of ‘'12” in the wheels and pegs of a desk calculator, or of 

numbers in a program). Moreover, my utterance ‘““These are my grandmother's 

spectacles’? should neither be confused with my grandmother’s spectacles, nor 

with the program that computes this utterance, nor with the representation 

(physical manifestation) of this program. 
681 However, a relation between the utterance, the objects, and the algorithms 

computing both, is computable (see 9.4). 

7. A living organism QQ is a third-order relator (QU = RL (3) ) which computes 

the relations that maintain the organism's integrity [1] (2): 

82 Equ [A(SAXObj)), S(Eve(S2 )) J 
This expression is recursive in Q . 
7.1 An organism is its own ultimate object. 

7.2 An organism that can compute a representation of this relation is self- 

conscious. 

7.3. Amongst the internal representations of the computation of objects 

Obj(x,) within one orggnism $2 may be a representation Obj(S2*) of another or- 
ganism $2*. Conversely, we may have in {2* a representation Obj*({2 ) which 
computes £2. 

7.31 Both representations are recursive in $2, §2* respectively. For instance, for 

QQ: 

Obj") (#001) Qpj#6™1) Al) (pil). . 2))))), 
7.32 This expression is the nucleus of a theory of communication. 

8, A formalism necessary and sufficient for a theory of communication must 

not contain primary symbols representing "“communicabilia'' (e.g., symbols, 
words, messages, etc.).
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8.1. This is so, for if a “theory’”’ of communication were to contain primary 

communicabilia, it would not be a theory but a technology of communication, 

taking communication for granted. 

8.2 The nervous activity of one organism cannot be shared by another or- 

ganism. 

8.21 This suggests that indeed nothing is (can be) “communicate “dy 
8.3 Since the expression in 7.31 may become cyclic (when Obj ) Obj\k- 2i)) 

it is suggestive to develop a teleological theory of communication in which the 

stipulated goal is to keep Obj(§2*) invariant under perturbations by $2*. 

8.31 It is clear that in such a theory such questions as: ‘Do you see the color 

of this object as | see it?’’ become irrelevant. 

8.4 Communication is an observer’s interpretation of the interaction between 

two organisms . 

8.41 Let Evs, = Evs($2,), and Evs. = Evs(S2)), be sequences of events Eve(t), 
(= 1, 2, 3,. . .) with regard to two organisms S2, and 82, respectively; and let 
Com be an observer’ s (internal) representation of a relation between these se- 

quences of events: 

CR\Com (EVs Evs4)) 
8.42 Since either S2, or 92, or both can be observers (82, = OB,; ; 25 = OB.) 
the above expression can become recursive in either x or in 2 or in both. 

843 This shows that “communication” is an (internal) representation of a 

relation between (an Tey repre athe of) oneself with somebody else. 

A(t ) Com(h" §e*)) 
8.44 Abbreviate this by 

ci"), 2%). 
8.45 In this formalism the reflexive personal pronoun “‘t” appears as the in- 

definitely applied) recursive perat 
cin) alr) 5) Equ(Qh" 

or in words: 

“fam the observed relation between myself and observing 

myself.” 

846 ‘I’ is a relator (and representor) of infinite order. 

9. Terminal representations (descriptions) made by an organism are mani- 

fest in its movements, consequently, the logical structure of descriptions arises 

from the logical structure of movements. 

9.1. It is known that the presence of a perceptible agent of weak concentra- 

tion may cause an organism to move toward it (approach). However, the pre- 

sence of the same agent in strong concentration may cause this organism to 

move away from it (withdrawal). 
9.11 That is “approach” and ‘‘withdrawal’”’ are the precursors for ‘‘yes’’ or 

“no.”
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9.12 The two phases of elementary behavior, “approach” and ‘‘withdrawal,”’ 

establish the operational origin of the two fundamental axioms of two-valued 

logic, namely, the ‘‘law of the excluded contradiction:"’ 

  

x & x, 

in words: “not: x and not-x;” 

and the law of the excluded middle: 

X VX, 
in words: “x or not-x;” (see Fig. 2). 
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FIGURE 2. The laws of ‘“‘excluded contradiction” (x & x) and of “‘excluded middle” 
(x v x) in the twilight zones between no motion (M = 0) and approach (+), and 
between approach (+) and withdrawal (—) as a function of the concentration (C) of 
a perceptible agent. 

9.2 We have from Wittgenstein’s Tractatus [3], proposition 6.0621: ‘. . . it 
is important that the signs ‘‘p”’ and “‘non-p”’ can say the same thing. For it 

shows that nothing in reality corresponds to the sign ‘‘non.” 

The occurence of negation is a proposition is not enough to characterize its 

sense (non-non-p = p).”
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9.21 Since nothing in the environment corresponds to negation, negation as 

well as all other “logical particles” (inclusion, alternation, implication, etc.) 

must arise within the organism itself. 

9.3 Beyond being logical affirmative or negative, descriptions can be true or 

false. 

931 We have from Susan Langer, Philosophy in a New Key [4]: 
“The use of signs in the very first-manifestation of mind. It arises as early 

in biological history as the famous ‘conditioned reflex,’ by which a con- 

comitant of a stimulus takes over the stimulus-function. The concomitant 

becomes a sign of the condition to which the reaction is really appro- 

priate. This is the real beginning of mentality, for here is the birthplace 

of error, and herewith of truth.”’ 

932 Thus, not only the sense (yes or no) of descriptions but also their truth 
values (true or false) are coupled to movement (behavior). 
9.4 Let D* be the terminal representation made by an organism {2*, and let 

it be observed by an organism $2; let $2’s internal representation of this des- 

cription be D(S%,D*); and, finally, let §2’s internal representation of his environ- 
ment be E({2, E). Then we have: 

The domain of relations between D and E which are computable by (2 

represents the “information” gained by (2 from watching &2*: 
Inf(82,0*) = Domain Ref ,,(D£) 

_ al 
(4 = 1, 2, 3... .m) 
941 The logarithm (of base 2) of the number m of relations Re/,, computable 
by §2 (or the negative mean value of the logarithmitic probabilities of their oc- 

curance Sog>p; >= Lp.logoP;; i = 1+ m) is the “amount of information, H” 
of the description D* with respect to (2 : 

H(D*, $2) = logym 
m 

(or H(D*, 82) = -2p.ltogop,) 
yi“! 

942 This shows that information is a relative concept. And so is H. 

9.5 We have from a paper by Jerzy Konorski [5] : 
“|. .It is not so, as we would be inclined to think according to our intro- 

spection, that the receipt of information and its utilization are two separate 

processes which can be combined one with the other in any way; on the con- 

trary, information and its utilization are inseparable constituting, as a matter of 

fact, one single process.”’ 

10. The information associated with a description depends on an observer's 
ability to draw inferences from this description. 

101 “Necessity” arises from the ability to make infallible deductions. 

102 “Chance” arises from the inability to make infallible inductions. 

11. The environment contains no information. The environment is as it is. 

12. The environment is experienced as the residence of objects, stationary, in 

motion, or changing (Proposition 1).
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OBJECTS: TOKENS FOR (EIGEN -)BEHAVIORS* 

A seed, alas, not yet a flower, for Jeen Piaget to his 80th birthday from 
Heinz von Foerster with edmiretion and affection. 

| shall talk about notions that emerge when the organization of sensori- 

motor interactions (and also that of central processes (cortical-cerebellar- 

spinal, cortico-thalamic-spinal, etc.)) is seen as being essentially of circular 

(or more precisely of recursive) nature. Recursion enters these considerations 

whenever the changes in a creature’s sensations are accounted for by its 

movements (sj = S(mx)), and its movements by its sensations (mq = M(sj)). 
When these two accounts are taken together, then they form “recursive 

expressions,”’ that is, expressions that determine the states (movements, sen- 

sations) of the system (the creature) in terms of these very states (sj = 

S(M(sj)) = SM(sj); mk = M(S(mj)) = MS(m))). 

One point that with more time, effort and space could be made rigor- 

ously and not only suggestively as it has been made here, is that what is 

referred to as “objects” (GEGEN-STAENDE = “against-standers”’) in an 
observer-excluded (linear, open) epistemology, appears in an observer- 
included (circular, closed) epistemology as ‘tokens for stable behaviors” (or, 
if the terminology of Recursive Function Theory is used, as “tokens for 

Eigen-functions’’). 

Of the many possible entries into this topic the most appropriate one 

for this occasion appears to me the (recursive) expression that forms the last 
line on page 63 of J. Piaget’s L ‘Equilibration des Structures Cognitives 
(1975): 

Obs.O + Obs.S * Coord.S * Coord.O * Obs.O ° etc. 

This is an observer’s account of an interaction between a subject S and 

an object (or a set of objects) O. The symbols used in this expression (de- 
fined on page 59 op. cit.) stand for (see also Fig. 1): 

Obs.S “observables relatifs a l’action du sujet” 

Obs.O “observables relatifs aux objets” 

  

*This contribution was originally prepared for and presented at the University 
of Geneva on June 29, 1976, on occasion of Jean Piaget’s 80th birthday. The French 
version of this paper appeared in Hommage a Jeen Piaget: Epistamologie génétique 
et equilibration, B. Inhelder, R. Garcia, J. Voneche (eds.), Delachaux et Niestle 
Neuchatel (1977). [H.V.F. publication No. 84.1]
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Coord.S  ‘‘coordinations inferentielles des actions (ou operations) 
du sujet” 

Coord.O “coordinations inferentielles entre objets’ 

“etc.” “the (syntactic) injunction to iterate (with no limits 
specified) the sequence of these operations (HVF)” 

COORD 

    

            

  

Coord. $ 

Coord O 
COA... ver 

obs 

Ob:1. 0 

dearer 

I SUBJECT 

Ovr.$ 

FIGURE 1 

For the sake of brevity (lucidity?) | propose to compress the symbolism 

of before even further, compounding all that is observed (i.e. Obs.O and 

Obs.S) into a single variable 

obs, 

and compounding coordinating operations that are performed by the subject 

(i.e. Coord.S and Coord.O) into a single operator 

COORD. 

COORD transforms, rearranges, modifies etc., the forms, arrangements, be- 

haviors, etc., observed at one occasion (say, initially obsg, and call it the 

“primary argument”) into those observed at the next occasion, obs;. Express 

the outcome of this operation through the equality: ! 

Ip, replacing the arrow “+”, whose operational meaning is essentially to indicate a one- 
“ 99 4468 s wy «65 99 6 99 way (semantic) connectedness (e.g., “goes to,” “implies,” “invokes,” “leads to,” etc.) be- 

tween adjacent expressions, with the equality sign provides the basis for a calculus. How- 
ever, in order that legitimate use of this sign can be made, the variables “‘obs;” must be- 
long to the same domain. The choice of domain is, of course left to the observer who 
may wish to express his observations in form of, for instance, numerical values, of vectors 
representing arrangements or geometrical configurations, or his observations of behaviors 
in form of mathematical functions (e.g., “equations of motion,” etc.), or by logical pro- 

positrons (e.g., McCulloch-Pitts’ ‘““TPE’s” 1943 (i.c., Temporal Propositional Expressions), 
etc.).
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obs} = COORD(obs,). 

While some relational fine structure is (clearly) lost in this compression, 

gained, however, may be an easiness by which the progression of events, sug- 

gested on the last lined page of 62 op. cit. and copied here can now be 

watched. 

qo | 
pos S(n) —— poor S(n) <-> Obs. O(n} <— Coord. O(n) 

  

  

  

  ¥ 
Obs. &(n+1) —® Coord. S(n+1)—— Obs. Ofn+1) ——— Coord. O(n+1) 
| jl {— | «+ 
+; } | 

Obs. S$(n+2) —>> Coord. S(n+2)~<-% Obs. O(n+2) <— Coord. Qin+2) 

  
  ell 

  

  

etc. etc. 

Allow the operator COORD to operate on the previous outcome to give 

obs = COORD(obs}) = COORD(COORD(obs,)) (2) 

and (recursively) after n steps (obs,) ) )..), 

obs, = COORD(COORD(COORD\.......-... | ntimes| (3) 
n times _ | 

    

or by notational abbreviation 

obs, = COORD!) (obs,). (4) 

By this notational abbreviation it is suggested that also functionally 

COORD COORD COORD COORD 

n times
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can be replaced by 

obs, coorp" 

* * * * *£ 

Let n grow without limit (n + 0°): 

n 

obs = fim COORD (n) (obs_) 
fore) OQ 

n»2c 

or: 

obs = COORD(COORD(COORD(COORD. . 
oo 

Contemplate the above expression (6) and note: 

(i) that the independent variable obs_, the ‘‘primary argument” has dis- 

(§) 

appeared (which may be taken as a signal that the simple connection between 

independent and dependent variables is lost in indefinite recursions, and that 

such expressions take on a different meaning). 

(ii) that, because obs, expresses an indefinite recursion of operators COORD 

onto operators COORD, any indefinite recursion within that expression can be 

replaced by obs,,: 

obs = 
oo 

COORD(COORD(COORD(COORD(. 

  

  

- Ln | obs 

(iii) Hence: 

ODSg5 = ODSo5 

obs, = COORD(obs,, ) 
obs, = COORD(COORD (obs, ) ) 

obs,. = COORD(COORD(COORD (obs,,, ) } ) 

etc. 

(7.0) 

(7.1) 
(7.2) 

(7.3)
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Note that while in this form the horror infinitatis of expression (6) has 

disappeared (all expressions in COORD are finite), a new feature has emerged, 

namely, that the dependent variable obs... is, so to say, ‘‘self-depending” (or 

“‘self-defining,” or ‘‘self-reflecting,” etc., through the operator COORD). 

Should there exist values obs, ; that satisfy equations (7), call these 

values 

‘Eigen-Values” 

ODS, ; = Obs. (8) 

(or “‘Eigen-Functions,” “Eigen-Operators,” ‘“‘Eigen-Algorithms,”’ “Eigen- 

Bdhaviors,” etc., depending on the domain of obs) and denote these “‘Eigen- 

Values by capitalizing the first letter. (For examples see Appendix A). 

Contemplate expressions of the form (7) and note: 

(i) that Eigenvalues are discrete (even if the domain of the primary argument 

obs, is continuous). 

This is so because any infinitesimal perturbation + € from an Eigenvalue Obs. 

(i.e, Obs. + € ) will disappear, as did all other values of obs, except those for 

which obs = Obs,, and obs will be brought either back to Obs, (stable Eigenvalue), 
or to another Eigenvalue Obs; (instable Eigenvalue Obs. ). 

In other words, Eigenvalues represent equilibria, and depending upon the chosen 

domain of the primary argument, these equilibria may be equilibrial values 
(“Fixed Points’), functional equilibria, operational equilibria, structural equi- 

libria, etc. 

(ii) that Eigenvalues Obs. and their corresponding operators COORD stand to 

each other ina complementary relationship, the one implying the other, and 

vice versa; there the Obs, represent the externally observable manifestations of 

the (introspectively accessible) cognitive computations (operations) COORD. 

(iii) that Eigenvalues, because of their self-defining (or self-generating) nature 

imply topological '‘closure” (‘‘circularity”) (see Figures 2 and 3): 

This state of affairs allows a symbolic re-formulation of expression (5); 

lim cooRD"") = coorD 
n* oo
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that is, the snake eating its own tail: rate | 
Be gs hte 

  

FIGURE 2 

cognition computing its own cognitions. 

COORD 

FIGURE 3 

Obs.     
  

* * *€ * * 

Let there be, for a given operator COORD, at least three Eigenvalues 

Obs, , Obs. , Obs ; 

and fet there be an (albegraic) composition ‘'*” such that 

Obs, * Obs. = Obs3 , (10) 

then the coordinating operations COORD appear to coordinate the whole (i.e., 

the composition of the parts) as a composition of the apparent coordinations of 

the parts (see proof in Appendix B): 

COORD({Obs, * Obs.) = COORD (Obs, ) * COORD(Obs,). (11)
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In other words, the coordination of compositions (i.e., the whole} corresponds to 

the composition of coordinations. 

This is the condition for what may be called the “principle of cognitive 

continuity” (e.g., breaking pieces of chalk produces pieces of chalk). 

This may be contrasted with the “principle fo cognitive diversity” which 

arises when the Obs, and the composition ‘'*” are not the Eigenvalues and com- 

positions complementing the coordination COORD’: 

COORD’ (Obs, * Obs.) # COORD’(Obs,) * COORD’(Obs,), (12) 

and which says that the whole is neither more nor is it less than the sum of its 

parts: it is different. Moreover, the formalism in which this sentiment appears 

{expression (12)) leaves little doubt that it speaks neither of “wholes,” nor of 
“parts’’ but of a subject’s distinction drawn between two states of affairs which 

by an (other) observer may be seen as being not qualitatively, but only quanti- 

tatively distinct. 

* * * *k 

Eigenvalues have been found ontologically to be discrete, stable, separable 

and composable, while ontogenetically to arise as equilibria that determine 

themselves through circular processes. Ontologically, Eigenvalues and objects, 

and likewise, ontogenetically, stable behavior and the manifestation of a subject's 

“grasp” of an object cannot be distinguished. In both cases ‘‘objects’’ appear to 

reside exclusively in the subject’s own experience of his sensori-motor coor- 

dinations; that is, ‘objects’ appear to be exclusively subjective! Under which 

conditions, then, do objects assume ‘‘objectivity?”’ 

Apparently, only when a subject, S1 , stipulates the existence of another 

subject, 34 , not unlike himself, who, in turn, stipulates the existence of still 

another subject, not unlike himself, who may well be $1: 

In this atomical social context each subject’s (observer's) experience of his 

own sensori-motor coordination can now be referred to by a token of this ex- 

perience, the ‘‘object,” which, at the same time, may be taken as a token for 

the externality of communal space. 

With this | have returned to the topology of closure
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Obs. Obs 

    
where equilibrium is obtained when the Eigenbehaviors of one participant 

generate (recursively) those for the other (see, for instance, Appendix Example 
A 2); where one snake eats the tail of the. other as if it were its own, and 

where cognition computes its own cognitions through those of the other: here 

is the origin of ethics. 

  
APPENDIX A 

Examples: 

A 1. Consider the operator (linear transform) Op: 

Op, = “divide by two and add one”’ 

and apply it (recursively) to x on Xq ete., (whose domains are the real numbers).
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Choose an initial x o? 94¥ Xn4. 

x, = Op, (4) = 5+ 15241 =3; 
Xo = Op, (3) = 2.500; 

x3 = Op, (2.500) = 2.250; 
X4 = Op, (2.250) = 2.125; 

x5 = Op; (2.125) = 2.063; 
x6 = Op, (2.063) = 2.031; 

Xoo = OP; (Xoo )= 2.000 

Choose another initial value; say x, = 1 

x1 = Op,(1) = 1.500; 
Xo = Op, (1.500) = 1.750; 

X3 = Op, (1.750) = 1.875; 

Xg = Op, (x3) = 1.996; 

X19 = Op, (x9) = 1.999; 

Xoo = OP 1 (Xo ) = 2.000 

And indeed: 

TV. 24+1=2 
2 

Op,(2) =2 

i.e., 2” is the (only eigenvalue of Op}. 

A 2. Consider the operator Op»: 

Op, = exp(cos_). 

There are three eigenvalues, two of which imply each other (‘‘bi-stability’’), 

and the third one being instable: 

Opy(2.4452. ‘ .) = 0.4643... 

Op7(0.4643. . .) = 2.4452... SPl* 
Op4(1.3029. ..) = 1.3092... instable
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This means that: 

Op,(2) (2.4452. . .) = 2.4452 stable 

Op,(2) (0.4643. . .) = 0.4643 stable 

A 3. Consider the differential operator Op3: 

_d Op, =_. 
3 dx 

The eigenfunction for this operator is the exponential function “exp:” 

Op3(exp) = exp 

de «gx 
dx 

The generalizations of this operator are, of course, all differential equation, in- 

tegral equations, integro-differential equations, etc., which can be seen at once 

when these equations are re-written in operator form, say: 

F(Op3'"), Op3("-1)_..., #) = 0 

Of course, these operators, in turn, may be eigenvalues (eigen-operators) of 

“‘meta-operators’”’ and so on. This suggests that COORD, for instance, may it- 

self be treated as an eigen-operator, stable within bounds, and jumping to 

other values whenever the boundary conditions exceed its former stable domain: 

Op(COORD)) = COORD. 

One may be tempted to extend the concept of a meta-operator to that of a 

‘“‘meta-meta-operator” that computes the “eigen-meta-operators,'’ and so on 

and up a hierarchy without end. However, there is no need to invoke this escape 

as Warren S. McCulloch has demonstrated years ago in his paper (1945): “A 
Heterarchy of Values Determined by the Topology of Nervous Nets.” 

It would go too far in this presentation to demonstrate the construction of 

heterarchies of operators based on their composability.
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A 4. — Consider the (self-referential) proposition: 

“THIS SENTENCE HAS. .. LETTERS” 

and complete it by writing into the appropriate space the word for the number 

(or if there are more than one, the numbers) that make this proposition true. 

Proceeding by trial and error (comparing what this sentence says (abscissa) with 
what it is (ordinate) ): 

1S 

f 
  35 

  34 

3 
32 -+—@- -o—® 

3 

  
  

  

    

  30 

    
                28 —@-— SAYS 

$£ese Swe & a % =~ § Ss gs € 2 ¥ EF & 
x £ fF K&L KL SF KX -B 

2 <¢ s  ¢ s $$ 
x 

* 2 ‘ ‘ x & ‘ 

one finds two eigenvalues “thirty-one” and “‘thirty-three.’’ Apply the propo- 

sition above to itself: ‘‘This sentence has thirty-one letters’ has thirty-one 

letters.”” Note that, for instance, the proposition: ‘“‘this sentence consists of 

... letters’’ has only one eigenvalue (thirty-nine); while the proposition: 
“This sentence is composed of. . . letters’? has none!
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APPENDIX B 

B 1. Proof of Expression (11): 

COORD(Obs, * Obs.) = COORD(Obs3) = 
Obs, = Obs, * Obs, = COORD(Obs,) * COORD(Obs,) 

Q.E.D. 

The apparent distributivity of the operator COORD over the composition 

‘*” should not be misconstrued as ‘'*’’ being a linear composition. For 

instance, the fixed points u: = exp(2 7 A i), (for i = 0, 1, 2, 3...) that com- 
plement the operator Op(u): 

with A an arbitrary constant, compose multiplicatively: 

Op(u; ° u) = Op(u;) ° Op(u). 

etc. 
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On Constructing a Reality * 

Abstract: “Draw a distinction!””} 

The Postulate: | am sure you remember the plain citizen Jourdain in Moliere’s 
“Bourgeois Gentilhomme” who, nouveau riche, travels in the sophisticated circles of the 
French aristocracy, and who is eager to learn. On one occasion with his new friends they 
speak about poetry and prose, and Jourdain discovers to his amazement and great 
delight that whenever he speaks, he speaks prose. He is overwhelmed by this discovery: 
“I am speaking Prose! I have always spoken Prose! I have spoken Prose throughout my 
whole life!” 

A similar discovery has been made not so long ago, but it was neither of poetry nor 
prose—it was the environment that was discovered. I remember when, perhaps ten or 
fifteen years ago, some of my American friends came running to me with the delight and 
amazement of having just made a great discovery: “I am living in an Environment! I have 
always lived in an Environment! I have lived in an Environment throughout my whole 
life!”’ 

However, neither M. Jourdain nor my friends have as yet made another discovery, 
and that is when M. Jourdain speaks, may it be prose or poetry, it is he who invents it, 
and likewise when we perceive our environment, it is we who invent it. 

Every discovery has a painful and a joyful side: painful, while struggling with a new 
insight; joyful, when this insight is gained. I see the sole purpose of my presentation to 
minimize the pain and maximize the joy for those who have not yet made this discovery; 
and for those who have made it, to let them know they are not alone. Again, the 
discovery we all have to make for ourselves is the following postulate: the environment as 
we perceive if is our invention. 

The burden is now upon me to support this outrageous claim. I shall proceed by first 
inviting you to participate in an experiment; then I shall report a clinical case and the 
results of two other experiments. After this I will give an interpretation, and thereafter a 
highly compressed version of the neurophysiological basis of these experiments and my 
postulate of before. Finally, I shall attempt to suggest the significance of all that to 
aesthetical and ethical considerations. 

I. Blindspot.Hold next page with your right hand, close your left eye and fixate 
asterisk of Fig. 1 with your right eye. Move the book slowly back and forth along line of 
vision until at an appropriate distance, from about 12 to 14 inches, the round black spot 
  

. *This is an abbreviated version of a lecture given at the opening of the Fourth International 
Conference on Environmental Design Research on April 15, 1973, at the Virginia Polytechnic 

Institute in Blacksburg, Virginia.
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Figure 1 

disappears. Keeping the asterisk well focused, the 
spot should remain invisible even if the figure is 
slowly moved parallel to itself in any direction. 

This localized blindness is a direct consequence 
of the absence of photo receptors (rods or cones) at 
that point of the retina, the ‘disc’, where all fibers, 
leading from the eye’s light sensitive surface, con- 
verge to form the optic nerve. Clearly, when the 
black spot is projected onto the disc, it cannot be 
seen. Note that this localized blindness is not per- 
ceived as a dark blotch in our visual field (seeing a 
dark blotch would imply “seeing’’), but this blind- 
ness is not perceived at all, that is, neither as some- 
thing present, nor as something absent: whatever 
is perceived is perceived “blotch-less”’. 

Il. Scotoma. Well localized occipital lesions in 
the brain, e.g., injuries from high velocity pro- 
jectiles, heal relatively fast without the patient’s 
awareness of any perceptible loss in his vision. 
However, after several weeks motor dysfunction in 
the patient becomes apparent, e.g., loss of control of 
arm or leg movements of one side or the other, etc. 
Clinical tests, however, show that there is nothing 
wrong. with the motor system, but that in some 
cases there is substantial loss of a large portion of 
the visual field (scotoma) (Fig. 2).2 A successful ther- 
apy consists of blindfolding the patient over a pe- 
riod of one to two months until he regains control 
over his motor system by shifting his “attention” 
from ‘non-existent’ visual clues regarding his pos- 
ture to ‘fully operative’ channels that give direct 
postural clues from ‘proprioceptive’ sensors em- 
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Figure 2 

bedded in muscles and joints. Note again the ab- 
sence of perception of “absence of perception”, and 
also the emergence of perception through sen- 
sor-motor interaction. This prompts two meta- 
phors: “Perceiving is Doing”; and “If 1 don’t see I 
am blind, I am blind; but if I see I am blind, I see”’. 

Ill. Alternates. A single word is spoken once into 
a tape recorder and the tape smoothly spliced, 
without a click, into a loop. The word is repetitively 
played back with a high rather than low volume. 
After one or two minutes of listening, from 50 to 
150 repetitions, the word clearly perceived so far 
abruptly changes into another meaningful and 
clearly perceived word: an “alternate’’. After 10 to 
30 repetitions of this first alternate, a sudden switch 
to a second alternate is perceived, and so on.* The 
following is a small selection of the 758 alternates 
reported from a population of about 200 subjects 
who were exposed to a repetitive playback of the 
single word Cogitate: agitate; annotate; arbitrate; ar- 
tistry; back and forth; brevity; ca d'etait; candidate; can't 
you see; can't you stay; cape cod you say; card estate; cardio 
tape; car district; catch a tape; cavitate; cha cha che; cogi- 
tate; computate; conjugate; conscious state; counter tape; 

count to ten; count to three; count yer tape; cut the steak; 
entity; fantasy; God to take; God you say; got a date; got 
your pay; got your tape; gratitude; gravity; guard the tit; 
gurgitate; had to take; kinds of tape; majesty; marmalade.
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IV. Comprehension. Literally defined: con > to- 
gether; prehendere > to seize, grasp. Into the various 
stations of the auditory pathways in a cat's brain, 
micro-electrodes are implanted which allow a re- 
cording, “Electroencephalogram”, from the nerve 
cells first to receive auditory stimuli, Cochlea Nu- 
cleus: CN, up to the Auditory Cortex.‘ The so pre- 
pared cat is admitted into a cage that contains a food 
box whose lid can be opened by pressing a lever. 
However, the lever-lid connection is operative only 
when a short single tone (here C,, that is about 1000 
Hz) is repetitively presented.* The cat has to learn 
that C, “means” food. Figures 3 to 6 show the pat- 
tern of nervous activity at eight ascending auditory 
stations, and at four consecutive stages of this 

learning process.4 The cat’s behavior associated 
with the recorded neural activity is for Fig. 3: 
“Random search”; Fig 4: “Inspection of lever”; Fig. 

  TONE Ye f eof 

LCN havnt tata aati ti Actaryetha' 
LT N saat A edeliallt ater it rae td inne 

RIC Wlratadi AMAA ln le i on Ful a ihe yA 

LMG meiner nytt Dati tettct oe 
Lan gt en (eth ys yn Pn Pio 
LA- Il retain nt atafen re gh sar sel 

RF/G wn Mey NN Ai Pe PACER ge yee eae 8 
LA-EP eran nly Sypnagig NE 

FIGURE 3. Trial 1 (no behavioral evidence of learning) 

*“Hz” means 1 cycle per second, is the unit for oscillations 

named after Heinrich Hertz who generated the first radio sig- 
nals.
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  TONE Ne ee eg 
¥ v v 

LON wy a\laiideyattng evden tt it eg” ‘I 

LTN rahi acne vere a ii Mh wip fanahtir’ xs 

RIC pe \enAwnaar a a NA AAC agen Awl ayia ast 
LMG barns oW ARNT yg ent i NAS ane Wa, am 

LA- 1 ANAM Mis PE RANE ET Ane CN SIT ptr od ay 
LA- HN eee , Pen vanaset rt Ne ati: west 

RF/G | St Maas tA! ‘y wé if vy 4h Fate tacadiges” etl tes wr tm ma *. ‘ 

L A- E P wav Aaya ay! Lypee Te ~ in, Nant weD Ppp, mn\fas tay LM ww ot 

FIGURE 4. Trial 13 (begins to wait for tones) 

TONE jf} Th 
Nie aaaa’ap Necerean hn lane Ban's Rcd beget 

LTN 
RIC At, sped 
LMG 
LA-| lomeciealh ai 

Lan Many inael ln! veh 
RF/G NAMA, WA bys “ht up 
LA- ‘Epler 

   

      

FIGURE 5. Trial 4/20 (hypothesizes) 

  TONE ~ 

Lon Haat widen a 
LTN Nardi wv) Nn ee a 

RIC me) tel de Ane Nd a 

LMG ee: Cannel ston 

LA-! end pera YW ad f. we with Vin! a 

LA-I WANN tes \ fend: ee ‘et N RSS ea 

RF/G nAwina mf ep pase ely 

LA-EP yer we not mir 
¢ é 

FIGURE 6. Trial 6/9 (understands)
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5: “Lever pressed at once”; and for Fig 6: ““Walking 
straight toward level (full comprehension)’. Note 
that no tone is perceived as long as this tone is 
uninterpretable (Figs. 3, 4; pure noise), but the 
whole system swings into action with the appear- 
ance of the first “beep” (Figs. 5, 6; noise becomes 
signal) when sensation becomes comprehensible, 
when our perception of “beep”, “beep”, “beep”, is 
in the cat’s perception “food”, “food”, “food”. 

Interpretation. In these experiments I have cited 
instances in which we see or hear what is not 
“there”, or in which we do not see or hear what is 
“there”, unless coordination of sensation and 
movement allows us to “grasp” what appears to be 
there. Let me strengthen this observation by citing 
now the “Principle of Undifferentiated Encoding”: 

The response of a nerve cell does not encode the 
physical nature of the agents that caused its re- 
sponse. Encoded is only “how much” at this point 
on my body, but not “what’’. 

Take, for instance, a light sensitive receptor cell in 
the retina, a “rod”, which absorbs the electro-mag- 
netic radiation originating from a distant source. 
This absorption causes a change in the electro- 
chemical potential in the rod which will ultimately 
give rise to a periodic electric discharge of some 
cells higher up in the post-retinal networks with a 
period that is commensurate with the intensity of 
the radiation absorbed, but without a clue that it 

_was electro-magnetic radiation that caused the rod to 
discharge. The same is true for any other sensory 
receptor, may it be the taste buds, the touch recep- 
tors, and all the other receptors that are associated 
with the sensations of smell, heat and cold, sound, 
etc.: they are all “blind” as to the quality of their 
stimulation, responsive only as to their quantity. _ 

Although surprising, this should not come as a 
surprise, for indeed “out there” there is no light and 
no color, there are only electro-magnetic waves; 

“out there” there is no sound and no music, there 
are only periodic variations of the air pressure; “out
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there” there is no heat and no cold, there are only - 
moving molecules with more or less mean kinetic 
energy, and so on: Finally, for sure, “out there” 
there is no pain. — 

Since the physical nature of the stimulus—its 
quality—is not encoded into nervous activity, the 
fundamental question arises as to how does our 
brain conjure up the tremendous variety of this 
colorful world as we experience it any moment 
while awake, and sometimes in dreams while a- 
sleep. This is the “Problem of Cognition”, the search 
for an understanding of the cognitive processes. 

The way in which a question is asked deter- 
mines the way in which an answer may be found. 
Thus, it is upon me to paraphrase the “Problem of 
Cognition” in such a way that the conceptual tools 
that are today at our disposal may become fully 
effective. To this end let me paraphrase (+) “cogni- 
tion” in the following way: 

COGNITION + computing a reality 

With this I anticipate a storm of objections. First, I 
appear to replace one unknown term, ’ ‘cognition’, 

with three other terms, two of which, “computing” 
and “reality”, are even more opaque than the 
definiendum, and with the only definite word used 
here being the indefinite article “a”. Moreover, the 
use of the indefinite article implies the ridiculous 
notion of other realities besides “the” only and one 
reality, our cherished Environment; and finally | 
seem to suggest by “computing” that everything, 
from my wristwatch to the Galaxies, is merely 
computed, and is not “there”. Outrageous! 

Let me take up these objections one by one. 
First, let me remove the semantic sting that the term 
“computing” may cause in a group of women and 
men who are more inclined toward the humanities 
than to the sciences. Harmlessly enough, comput- 
ing (from com-putare) literally means to reflect, to 
contemplate (putare) things in concert (com-), with- 
out any explicit reference to numerical quantities. 
Indeed, I shall use this term in this most general
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sense to indicate any operation, not necessarily 
numerical, that transforms, modifies, re-arranges, 
or orders observed physical entities, “objects”, or 
their representations, “symbols”. For instance, the 
simple permutation of the three letters A,B,C, in 
which the last letter now goes first: C,A,B, I shall call 
a computation. Similarly, the operation that oblit- 
erates the commas between the letters: CAB; and 
likewise the semantic transformation that changes 
CAB into TAXI, and so on. 

I shall now turn to the defense of my use of the 
indefinite article in the noun-phrase “a reality’. I 
could, of course, shield myself behind the logical 
argument that solving for the general case, implied 
by the “a”, I would also have solved any specific 
case denoted by the use of “the”. However, my 
motivation lies much deeper. In fact, there is a deep 
hiatus that separates the “The” -school-of- thought 
from the “A’-school-of-thought in which respec- 
tively the distinct concepts of “confirmation” and 
“correlation” are taken as explanatory paradigms 
for perceptions. The “The-School”: My sensation 
of touch is confirmation for my visual sensation that 
here is a table. The ““A-School”: My sensation of 
touch in correlation with my visual sensation gener- 
ate an experience which I may describe by “here is a 
table”. 

lam rejecting the THE-position on epistemolog- 
ical grounds, for in this way the whole Problem of 
Cognition is safely put away in one’s own cognitive 
blind spot: even its absence can no longer be seen. 

Finally one may rightly argue that cognitive 
processes do not compute wristwatches or galaxies, 
but compute at best descriptions of such entities. 
Thus I am yielding to this objection and replace my 
former paraphrase by: 

COGNITION + computing descriptions 
of a reality. 

Neurophysiologists, however, will tell us that a 
description computed on one level of neural activi-
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ty, Say a projected image on the retina, will be 
operated on again on higher levels, and so on, 
whereby some motor activity may be taken by an 
observer as a “terminal description”, for instance 
the utterance: “here is a table’”.> Consequently, I 
have to modify this paraphrase again to read: 

COGNITION + computing descriptions of — 

  

where the arrow turning back suggests this infinite 
recursion of descriptions of descriptions .. . etc. 
This formulation has the advantage that one un- 
known, namely, “reality” is successfully eliminated. 
Reality appears only implicit as the operation of 
recursive descriptions. Moreover, we may take ad- 
vantage of the notion that computing descriptions is 
nothing else but computations. Hence: 

COGNITION + computations of —— 
tL 

In summary, I propose to interpret cognitive 
processes as never ending recursive processes of 
computation, and I hope that in the following tour de 
force of neurophysiology I can make this interpre- 
tation transparent. 

  

Neurophysiology 

[. Evolution. In order that the principle of recur- 
sive computation is fully appreciated as being the 
underlying principle of all cognitive processes— 
even of life itself, as one of the most advanced 
thinkers in biology assures me—it may be in- 
structive to go back for a moment to the most 
elementary—or as evolutionists would say, to very 
“early’—manifestations of this principle.© These 
are the “independent effectors”, or independent 
sensory-motor units, found in protozoa and meta- 
zoa distributed over the surface of these animals 
(Fig. 7). The triangular portion of this unit, pro- 
truding with its tip from the surface, is the sensory 
part, the onion-shaped portion the contractile mo- 
tor part. A change in the chemical concentration of 
an agent in the immediate vicinity of the sensing tip,
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and “perceptible” by it, causes an instantaneous 
contraction of this unit. The resulting displacement 
of this or any other unit by change of shape of the 
animal or its location may, in turn, produce per- 
ceptible changes in the agent’s concentration in the 
vicinity of these units which, in turn, will cause 
their instantaneous contraction, ... etc. Thus, we 

have the recursion: 

Z change of sensation + change of shape — 

  
  - 

Separation of the sites of sensation and action ap- 
pears to have been the next evolutionary step (Fig- 
ure 8). The sensory and motor organs are now 
connected by thin filaments, the “axons” (in es- 
sence degenerated muscle fibers having lost their 
contractility), which transmit the sensor's pertur- 
bations to its effector, thus giving rise to the concept 
of a “signal”: see something here, act accordingly 
there. 

The crucial step, however, in the evolution of 
the complex organization of the mammalian central 
nervous system (CNS) appears to be the appearance 
of an “internuncial neuron”, a cell sandwiched be- 
tween the sensory and the motor unit (Fig. 9). It 

  
  

  

Figure 7 

     
Figure 9
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is, in essence, a sensory cell, but specialized so as to 
respond only to a universal ‘agent’, namely, the 
electrical activity of the afferent axons terminating 
in its vicinity. Since its present activity may affect its 
subsequent responsivity, it introduces the element 
of computation in the animal kingdom, and gives 
these organisms the astounding latitude of non- 
trivial behaviors. Having once developed the gene- 
tic code for assembling an internuncial neuron, to 
add the genetic command “repeat” is a small bur- 
den indeed. Hence, I believe, it is now easy to 

comprehend the rapid proliferation of these neur- 
ons along additional vertical layers with growing 
horizontal connections to form those complex in- 
terconnected structures we call “brains”. 

Il. Neuron. The neuron, of which we have more 
than ten billion in our brain, is a highly specialized 
single cell with three anatomically distinct features 
(Fig. 10): (a) the branch-like ramifications stretching 
up and to the side, the “dendrites”; (b) the bulb in 
the center housing the cell’s nucleus, the “cell 
body”; and (c), the “axon”, the smooth fiber 
stretching downward. Its various bifurcations ter- 
minate on dendrites of another (but sometimes 
[recursively] on the same) neuron. The same mem- 
brane which envelopes the cel! body forms also the 
tubular sheath for dendrites and axon, and causes 
the inside of the cell to be electrically charged 
against the outside with about one tenth of a volt. If 
in the dendritic region this charge is sufficiently 
perturbed, the neuron “fires” and sends this per- 
turbation along its axons to their terminations, the 
synapses. 

Il]. Transmission. Since these perturbations are 
electrical, they can be picied up by “micro- 
probes”, amplified and recorded. Fig. 11 shows 
three examples of periodic discharges from a touch 
receptor under continuous stimulation, the low 
frequency corresponding to a weak,. the high fre- 
quency to a strong stimulus. The magnitude of the 

discharge is clearly everywhere the same, the pulse 
frequency representing the stimulus intensity, but
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soma. 

  
Figure 11 

Figure 10 

the intensity only. 
IV. Synapse. Fig. 12 sketches a synaptic junction. 

The afferent axon (Ax), along which the pulses 
travel, terminates in an end bulb (EB) which is sep- 
arated from the spine (sp) of a dendrite (D) of the 
target neuron by a minute gap (sy), the “synaptic 
gap” (Note the many spines that cause the rugged 
appearance of the dendrites in Fig. 10). The chemi- 
cal composition of the “transmitter substances” 

  
Figure 12
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filling the synaptic gap is crucial in determining the 
effect an arriving pulse may have on the ultimate 
response of the neuron: under certain circum- 
stances it may produce an “inhibitory effect” (can- 
cellation of another simultaneously arriving pulse); 
in others a “facilitory effect” (augmenting another 
pulse to fire the neuron). Consequently, the synap- 
tic gap can be seen as the “micro-environment” of a 
sensitive tip, the spine, and with this interpretation 
in mind we may compare the sensitivity of the CNS 
to changes of the internal environment (the sum- 
total of all micro-environments) to those of the exter- 
nal environment (all sensory receptors). Since there 
are only a hundred million sensory receptors, and 
about ten-thousand billion synapses in our nervous 
system, we are 100,000 times more receptive to 

changes in our internal than in our external envi- 
ronment. 

V. Cortex. In order that one may get at least 
some perspective on the organization of the entire 
machinery that computes all perceptual, intellectual 
and emotional experiences, I have attached Fig. 13 
which shows magnified a section of about 2 square 
millimeters of a cat’s cortex by a staining method 
which stains only cell body and dendrites, and of 
those only 1% of all neurons present.” Although 
you have to imagine the many connections among 
these neurons provided by the (invisible) axons, 
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and a density of packing that is a hundred times that 
shown, the computational power of even this very 
small part of a brain may be sensed. 

VI. Descartes. This perspective is a far cry from 
that being held, say three hundred years ago: “If the 
fire A is near the foot B (Fig. 14), the particles of this 
fire, which as you know move with great rapidity, 
have the power to move the area of the skin of this 
foot that they touch; and in this way drawing the 
little thread, c, that you see to be attached at the 
base of toes and on the nerve, at the same instant 
they open the entrance of the pore, d, e, at which 
this little thread terminates, just as by pulling one 
end of a cord, at the same time one causes the bell to 
sound that hangs at the other end.® Now the en- 
trance of the pore or little conduit, d, e, being thus 
opened, the animal spirits of the cavity F, enter 
within and are carried by it, partly into the muscles 
that serve to withdraw this foot from the fire, partly 
into those that serve to turn the eyes and the head 
to look at it, and partly into those that serve to ad- 
vance the hands and to bend the whole body to pro- 
tect it.” 

Note, however, that some behaviorists of today 
still cling to the same view with one difference only, 
namely, that in the meantime Descartes’ “animal 
spirit’ has gone into oblivion.? 

  

Figure 14
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VII. Computation. The retina of vertebrates with 
its associated nervous tissue is a typical case of 
neural computation. Fig. 15 is a schematic repre- 
sentation of a mammalian retina and its post-retinal 
network. The layer labeled #1 represents the array 
of rods and cones, and layer #2 the bodies and 
nuclei of these cells. Layer +3 identifies the general 
region where the axons of the receptors synapse 

with the dendritic ramifications of the “bipolar 
cells” (4) which, in turn, synapse in layer #5 with 
the dendrites of the ganglion cells (#6) whose 
activity is transmitted to deeper regions of the brain 
via their axons which are bundled together to form 
the optic nerve (#7). Computation takes place 
within the two layers labeled #3 and #5, that is, 
where the synapses are located. 

As Maturana has shown, it is there where the 
sensation of color and some clues as to form are 
computed. !° 

  
Figure 15 

Form computation: take the two-layered period- 
ic network of Fig. 16, the upper layer representing 
receptor cells sensitive to, say, ““light’’. Each of these 
receptors is connected to three neurons in the lower 
(computing) layer, with two excitatory synapses on 
the neuron directly below (symbolized by buttons 
attached to the body), and with one inhibitory syn- 
apse (symbolized by a loop around the tip) attached 
to each of the two neurons, one to the left and one to 

the right. It is clear that the computing layer will not
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respond to uniform light projected on the receptive 
layer, for the two excitatory stimuli on a computer 
neuron will be exactly compensated by the inhibi- 
tory signals coming from the two lateral receptors. 
This zero-response will prevail under strongest and 
weakest stimulation as well as to slow or rapid 
changes of the illumination. The legitimate ques- 
tion may now arise—“ Why this complex apparatus 
that doesn’t do a thing?” 

Consider now Fig. 17 in which an obstruction is 
placed in the light path illuminating the layer of 
receptors. Again all neurons of the lower layer will 
remain silent, except the one at the edge of the 
obstruction, for it receives two excitatory signals 
from the receptor above, but only one inhibitory 
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signal from the sensor to the left. We now under- 
stand the important function of this net, for it
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computes any spatial variation in the visual field of 
this “eye”, independent of intensity of the ambient 
light and its temporal variations, and independent 
of place and extension of the obstruction. 

Although all operations involved in this com- 
putation are elementary, the organization of these 
operations allows us to appreciate a principle of 
considerable depth, namely, that of the computa- 
tion of abstracts, here the notion of “‘edge”. 

I hope that this simple example is sufficient to 
suggest to you the possibility of generalizing this 
principle in the sense that “computation” can be 
seen on at least two levels, namely, (a) the opera- 
tions actually performed, and (b) the organization 
of these operations represented here by the struc- 
ture of the nerve net. In computer language (a) 
would again be associated with “operations”, but 
(b) with the “program”. As we shall see later, in 
“biological computers” the programs themselves 
may be computed on. This leads to the concepts of 
“meta-programs”’, “meta-meta-programs”, .. . etc. 
This, of course, is the consequence of the inherent 
recursive organization of those systems. 

VIII. Closure. By attending to all the neurophys- 
iological pieces, we may have lost the perspective 
that sees an organism as a functioning whole. In Fig. 
18 I have put these pieces together in their func- 
tional context. The black squares labeled N repre- 
sent bundles of neurons that synapse with neurons 
of other bundles over the (synaptic) gaps indicated 
by the spaces between squares. The sensory surface 
(SS) of the organism is to the left, its motor surface 
(MS) to the right, and the neuropituitary (NP) the 

strongly innervated mastergland that regulated the 
entire endocrinal system, is the stippled lower 
boundary of the array of squares. Nerve impulses 
traveling horizontally (from left to right) ultimately 
act on the motor surface (MS) whose changes 
(movements) are immediately sensed by the sen- 
sory surface (SS), as suggested by the “external” 
pathway following the arrows. Impulses traveling 
vertically (from top to bottom) stimulate the neuro-
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pituitary (NP) whose activity releases steroids into 
  

  

  

  

  

            
      

Figure 18 

the synaptic gaps, as suggested by the wiggly ter- 
minations of the lines following the arrow, and thus 
modify the modus operandi of all synaptic junctures, 
hence the modus operandi of the system as a whole. 
Note the double closure of the system which now 
recursively operates not only on what it “sees” but 
on its operators as well. In order to make this two- 
fold closure even more apparent I propose to wrap 
the diagram of Fig. 18 around its two axes of circular 
symmetry until the artificial boundaries disappear 
and the torus (doughnut) as in Fig. 19 is obtained. 
Here the “synaptic gap” between the motor and 
sensory surfaces is the striated meridian in the front 
center, the neuropituitary the stippled equator. 
This, I submit, is the functional organization of a 
living organism in a (dough)nut shell. (Fig. 19) 

  
Figure 19
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The computations within this torus are subject 
to a non-trivial constraint, and this is expressed in 
the Postulate of Cognitive Homeostasis: 

The nervous system is organized (or organizes it- 
self) so that it computes a stable reality. 

This postulate stipulates “autonomy”, i.e., ‘“‘self- 
regulation”, for every living organism. Since the 
semantic structure of nouns with prefix “self-” 
becomes more transparent when this prefix is 
replaced by the noun, “autonomy” becomes synon- 
ymous with “regulation of regulation’. This is pre- 
cisely what the doubly closed, recursively comput- 
ing torus does: it regulates its own regulation. 

Significance. It may be strange in times like these 
to stipulate autonomy, for autonomy implies re- 
sponsibility: If I am the only one who decides how 
I act then I am responsible for my action. Since the 
rule of the most popular game played today is to 
make someone else responsible for my acts—the 
name of the game is “heteronomy”—my arguments 
make, I understand, a most unpopular claim. One 
way of sweeping it under the rug is to dismiss it 
as just another attempt to rescue “solipsism’”, the 
view that this world is only in my imagination and 
the only reality is the imagining ‘I’. Indeed, that 
was precisely what I was saying before, but I was 
talking only about a single organism. The situation 
is quite different when there are two, as I shall dem- 
onstrate with the aid of the gentlemen with the 
bowler hat (Fig. 20). 

He insists that he is the sole reality, while every- 
thing else appears only in his imagination. How- 

ever, he cannot deny that his imaginary universe is 
populated with apparitions that are not unlike 
himself. Hence, he has to concede that they them- 
selves may insist that they are the sole reality and 
everything else is only a concoction of their imag- 
ination. In that case their imaginary universe will 
be populated with apparitions, one of which may be 
he, the gentleman with the bowler hat.
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Figure 20 

According to the Principle of Relativity which 
rejects a hypothesis when it does not hold for two 
instances together, although it holds for each in- 
stance separately (Earthlings and Venusians may 
be consistent in claiming to be in the center of the 
universe, but their claims fall to pieces if they 
should ever get together), the solipsistic claim falls 
to pieces when besides me I invent another auton- 
omous organism. However, it should be noted that 
since the Principle of Relativity is not a logical ne- 
cessity, nor is it a proposition that can be proven to 
be either true or false, the crucial point to be rec- 
ognized here is that I am free to choose either to 
adopt this principle or to reject it. If I reject it, ] am
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the center of the universe, my reality are my dreams 
and my nightmares, my language is monologue, 
and my logic mono-logic. If 1 adopt it, neither me 
nor the other can be the center of the universe. As in 
the heliocentric system, there must be a third that is 

the central reference. It is the relation between 
Thou and IJ, and this relation is IDENTITY: 

Reality = Community. 

What are the consequences of all this in ethics and 
aesthetics? 

The Ethical Imperative: Act always so as to increase 
the number of choices. 

The Aesthetical Imperative: If you desire to see, learn 
how to act. 
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Computation, 302, 304 
Computer, 43, 221, 294; adaptive, 94- 

95; biological, 304; inductive infe- 

rence, 97-98, 109, 114; molecular, 

180-181 

Conditioned reflex, 270 

Cones, 134, 141, 200, 216, 289, 302 

Confusion, 214 

Conjunction, 46 

Connection matrix, 26-28, 31, 48 

Connection, rules of, 33 

Conservation, principle of, 200 
Conservation of rules, principle of, 197 
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Constant displacement, 146 
COORD, 275-280, 283, 285 
Copernicus, 7 

Core memory, 226 

Cortex, 56, 120, 300; cat’s, 300 

Coulomb force, 80-81 

Cowan, J., 66 

Crystals- in super saturated solution, 89, 
110; periodic-one-dimensional linear, 
183 

Cumulatively adaptive systems, 37 

Cutaneous receptor, 46 

Cybernetics, 207-210 

Cylinder, 220 

Dali, Salvador, 234 

Dancoff, S.M., 117 

Data, 173; base, 220 

Deaf-majority, 200 
Deafness, voluntary, 201 

Decay, 41 

Decaying oscillation, 50 
Deducer, 221-222 

Deductive, algorithm, 152; energy, 74; 

. maximum, 9; molecular, 14 

Dendrites, 298-300, 302; apical, 61 
Descartes, R., 301 

Detection sensitivity, 56 

Detector, 43 

Deterministic; system, 85; universe, 99 

Differential contractions, 44 

Digital characteristics (of neuron), 32 
Digital computer system, 217 
Dirac’s Delta Function, 60, 65, 126 

Disjunction, 46 

Disorder, 11 

Distribution function, 59 

DNA, 96, 178 

Driving function, 156, 158-161, 172 

Dynamic stability, 66 
Dysgnosis, 200-201 

Dysphotic, 200 

Ebbinghaus, H., 180 

Eccles, J.C, 40, 96, 171 

Economy, 224; genetic, 27 

Ectoderm, 239, 241 

Edge, 55-57; notion of, 304 

Educational Resources Information
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Center (ERIC), 237 

Effect; facilitory, 300; inhibitory, 300 

Effector(s), 27-28, 43, 51, 55, 242; 

genefalized, 26, 32, 50; independent, 

43; set, 53 

Efferent stimulus, 44 

Efficient cause, 199; organic, 238 

Eigen, algorithms, 278; behaviors, 274, 

278, 281; energy, 84; function, 84, 

86, 172, 183, 274, 278; state, 183- 

184; values, 84-86, 183, 278, 279, 

282-283 

Einstein, 258 

Electroencephalogram, 291 
Electron clouds, 80; orbital frequencies, 

181 

Element(s), 21-22, 24, 27-31, 34-35, 37- 

38, 41-41, 49-51, 53-54, 64, 122, 

134; acting, 30; action field of, 26; 

“all-or-nothing,” 42; Ashby, 37, 42, 

43: autonomous, 176; computer, 67; 

connection of, 30; discrete linear, 

50; fused into pairs, 22; integrating, 

40, 42; lattice, 52; linear, 47, 50; 

localized, 52; McCulloch, 42, 46-47, 

55, 56, 67; network, 32; ordered 

pair of, 25-26; ordered pair of ac- 
tively disconnected, 25; probability 

distribution of, 10; reacting, 30; 

receiving, 25, 63; receptor field of, 

26; recursive, 37; self-connected, 31; 

sensory, 67; Sherrington, 42, 47, 55; 

state of, 11; transfer function of, 24; 

transmitting, 25, 63; unspecified 
logical, 37; Webber-Fechner, 42 

Plementary lattice cell, 57 

Endoderm, 239 

Energetic interaction, 14 

Energy, 17, 89, availability, 5; disordered, 

74; distribution of system, 83; flow, 

4; normalized, 84; potential, 82; state 

of system, 83; transfer, 79; undirec- 

ted, 17 

“Energy in-structure out,” 181 

Engram, 177 

Entities, 260, 264 

Entropic couplings, 14 
Entropy, 3-4; 8-10, 12, 13, 16, 20, 86, 

170, 183-184; constant, 16; constant 

internal, 12; maximum, 10, 12, 21- 

22, 113; maximum possible, 13; 

negative, 15; relative, 9; retarders, 

207; of system, 10 

Entscheidungsproblem; Godels proof 

of, 209 

Environment, 5, 7, 65, 109, 240, 261, 
264, 270, 288; as residence of objects, 

259; description of, 250; Euclidean, 

240; internal representation of, 250; 
stationary, 249; with Euclidean met- 

ric, 241 

Enzyme; reaction, 80 

Ephemeris time, 143, 147 
Equilibria, 278 
Equilibrium; dynamic, 163-164; static, 

163, 176 
Equivalence, 45; relation, 261, 264-266 

Estes, W.K., 166, 170 

Euclidean, 3-D — notion of “depth,” 

247 

“Events,” 265-266 

Evolution, 296 

Excitation, 34, 40, 130 

Excitatory distribution function, 128 
Excitatory junctions, 33 

Excluded contradiction, law of, 250-] 

251, 269 

Excluded middle, law of, 250-251, 269 

Experience, 173 
Ex plication, 222 
“external demon,” 12 

Eye; crab’s, 47; pigeon, 57 

Facilitation, 49 

Facilitatory synaptic junction, 33-34 

40 

Farley, B., 66 

Feedback loop, 131 
Fiber, 38, 40, 44, 54, 122; afferent, 55; 

bundle, 60; input, 33-34, 37, 45; 

muscle, 44-45; number density of, 

59; optic stalk of horseshoe crab, 
50; out put, 33-34, 38, 45; prox- 

imate, 47 

Filter operations in nervous system, 123 
Final cause, 199 

Fission system, 88 

Fitzhugh, H.S. IL, 66, 163 

Force field, 82 

Formalism, closed, 215
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Formal network, 45 

“Formal neuron,” 33 

Fourier series, 65 

Fourier transforms, 64 

Frequency; internal, 40-41; limit, 41; 

out put, 40-41, 55; threshold, 41 

Fulton, J.F., 43 

Functionals, 172 

Fusion system, 88 

Gabor, Dennis, 210 

Ganglion cells, 302 

Gaussian; action function, 132; curva- 

ture, 240; distribution, 61, 126, 

128-129, 133; lateral inhibition, 65 

Gegen-Staende (against-standers), 274 

Generalized effectors, 26-27, 32, 50 

Generalized receptors, 26-27, 32, 50 

Genetic; code, 117, 119; economy, 27; 

information, 133; information con- 

tent of, 116; mold, 118; program, 

134-135 

Genetics, molecular, 150 

Genus of surface, 239 

Geodesic coordinate system, 239 

Glia cells, 126 

Global society, 210 
Gédel, 209 

Great Inquisitor, 203 
Ginther, G., 153, 209 

Hartline, H.K., 47, 50 
Heisenberg, 258 

Heisenberg’s uncertainty principle, 13 

“Hereditary code-scripts,” 14 

Hertz, Heinrich, 291 

Heteronomy, 306 

Hilbert, D., and Ackermann, W., 46 

Hilbert’s disjunctive norma! form, 46 
Hoagland, H., 181 

Horseshoe crab, optic stalk fiber inter- 

action, 50 

Hospital’s rule, 103 

Hubel, D.H., 57, 120, 123 
“Hybrid net,’’ 26-27 

Hyden, Dr., 96, 114 

ILLIAC: II, II, IV, 235 
“Illusion of heat and cold,” 47 

Imagination, 5, 7 

“Improper input,” 67 
Incoherent; electromagnetic waves, 72; 

light, 74; radiation, 74 

‘Independent effector,” 46, 296 

Indexing languages, 213, 225-228 

Inductive inference computer, 96, 98 
Inference: deductive, 263; inductive, 

263 
Information, 193, 216, 237; concept of, 

263; storage, 94; vehicles for poten- 
tial, 216 

Inhibition, 34, 40, 49, 130, 253; lateral, 

54 
Inhibitory distribution function, 128 

Inhibitory synaptic junction, 33-34, 40, 

50, 62 
Input fiber, 33-34, 37, 39, 45 
Input states, 34, 37-39, 155-158, 172 

Input strength, 38 
Inselberg, A., 53 
Instants, 260, 264 

Integrated action, 42 

Integrating element, 40, 42 
Integument, 44 

Interaction; coefficient, 49; function, 

60, 63-65; net, 26, 50, 54 

Interface operators, 224 

Intermediate ganglion cell, 43 
Intermediate relays, 32 
Internal frequency, 39-41 
Internal function; present, 172; subse- 

quent, 172 

Internal states, 156-161, 165-166 

Invariable displacement, 146 
Invariance, 260, 264 

Inverse function, 158 

Ions, 81; negative, 80, 82; positive, 80, 

82 

Irrelevant responses - repression of, 95 

Isolable; function, 152; mechanism, 152 

Isomeric configurations of compounts, 
76 

Isomorphic system, 77 

Isomorphism, functional, 235 

Judeo-Christian heritage, 214 

John, Sir, 95, 96, 130, 164 

Junctions; excitatory, 33; facilitatory,
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33-34, 40; inhibitory, 33, 40 

Katz, B., 215 

“Kernel,” 64 

Kinosita, H., 43 

Kinetic energy, 294 

Knowledge, 193; acquisition, 214; ac- 

quisition centers, 217; as substance, 
194 

Konorski, Jerzy, 153, 253, 270 

Krause’s end-bulbs, 32 

Kruger, Dr., 95 

Lagrange multiplicrs, 21 

Landahl, H.D., 39 

Langer, Susan, 250, 270 

Laplace's equation, 247 
Lateral inhibition, 54, 55 

Lattice; elements, 52; points, 82; vib- 

ration, decay times in, 181 

“Law and order,” 195 

Layer(s), 29, 52-53, 56-57, 60-61, 117, 

119, 126; cascaded, 51; collecting, 

50; receptive, 303; response, 121, 

131-132; stimulus, 121-122; trans- 

mitting, 50-51, 53 

Learning, 154, 171; curves, 171; selec- 

tivity of response, 95 
Lettvin, J. Y., 56, 120, 171 

Librarians, 212 

Library of Congress, 225 
Light; coherent, 74; incoherent, 74 

Limulus, eye of, 48 

Linear; dependencies, 31; elements, 47, 

50 

Local perturbation in mixed net, 49 

Local receptor-effector system, 44 
Localization of functions, 8 

Localized elements, 51 

Locus, 40 

Lofgren, L., 153, 176, 177, 209, 215 

Logan, F.A., 166 

Logical function, 35-37, 39, 45, 160 

“Logical particles,’’ 250, 270 
“Logical stability,” 66 
Lorenz, Konrad, 233, 236 

Machine; description, 267; determinis- 

tic, 155, 167, 171; finite function, 

17-173, 176-177, 185; finite state, 

154155, 157, 162-163, 167, 172- 

173, 178-179, 189; inductive infer- 

ence, 181; interacting, 162; invart 

ant system, 220; linear, 159; non- 

trivial, 160, 162, 171, 201-201, 209; 

nontrivial finite function, 176; non- 

trivial finite state, 174, 201; probabi- 

listic, 166-167; sequential, state 

determined nontrivial, 157-158; 

structure, 267; trivial, 157-158, 160, 

162, 165-166, 171, 184, 201-202, 

209; trivial finite function, 174, 

176; Universal Turing, 208 
Macro-molecular, 76; level, 74; sequence 

computer, 77; structures, 74 

Macromolecules; meta stable states in, 

180 

Macroscopic behavior, 180 
Macroscopic entities, 150 

“Macro-states,”’ 141 

Magnus, W., and Oberhettinger, F., 64 

Mapping function, 60, 62 
Maser action, 72 

Mathiot, Madeline, 235 

Matrix; action, 27, 51-53; connection, 

27-28, 31, 48; element, 26; inversion, 

48; numerical action, 50; numerical 

interaction, 49; response, 48, 49; 

stimulus, 48-49; transition, 31 

Maturana, H.R., 57, 120, 153, 154, 171, 

194, 236, 238, 262, 302 

“Maxwell’s demon,” 12, 207-209 

McConnell, 95 

McCulloch, Warren S., 33, 66, 283 

McCulloch's; element, 42, 46-47, 55-56, 

66; formal neuron, 33-38, 45, 56 

McCulloch and Pitts; 33, 35, 179; 

Theorem, 42, 45, 47 

Mc Vittie, Dr., 143, 145 

Mechanism(s), 14, 17, 20; electrodyna- 
mic, 235; electromagnetic, 235; 

molecular, 180; neural, 235; statis- 

tical, 14; within living organisms, 
184 

Meissner's corpuscles, 32 
Memory, 68, 97, 114, 140, 171, 173, 

216, 236-237, 265; as inductive in- 

ference, 142; mechanisms of, 177;
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molecular mechanisms in, 155; 

““‘time-tess,” 140 

Merkel's dises, 32 

Meta; operator, 283; program, 267, 304; 

system, 163; universe, 2 

Metastable states, 75 

Microscopic variables, 181 

Miller, George A., 195-196 

Milne, E.A., 146 

Mitochondria, 79, 182 

Mixed net, 42-43; interaction, 50; local 

perturbation in, 49 

Molecule; carrier, 79, 180, 181; helical, 

179; string, 82 

Molecular; bionics, 72, 74; engineering, 

89; computer, 180-181; ethology, 

150; genetics, 150; store, 180 

Moliere’s ‘Bourgeois Gentilhomme,” 
288 

Motion, 251 

Motor dysfunction, 289 

Motorium, 215 

Mountcastle, V.B., 57, 120 

Movement, logical structure of, 263 
Multiplication, 92; table, 93 

Multiplicity of pathways, 29 
Muscle(s), 242; reflex action of, 95 
Muscle fiber, 44, 45, 297 

Mutually inhibiting action, 65 

Natural History of Networks, The, 5 

Necessary and sufficient cause — prin- 
ciple of, 197-198 

Necessity, 270 

Negation, 34, 270 

Negentropy, 9 

Nerve, optic, 302 

Nervous system, 114, 217; connection 
structure of, 116; organization of, 
43 

Nervous tissue, 302 

Net; computing, 120; mixed, 42; neuro 

muscular, 42, 43 

Network, 26-28, 30-31, 33, 35, 37-38, 

42, 45, 50, 61, 117, 134; abstracting 

powers of, 68, 124; assemblies, 65, 

66; asynchronous, 47; cognitive, 42; 

computing, 124; element, 24-25, 68; 

elementary, 119, 124, 126; general 

properties of, 25, 32; parallel, 117, 

124; periodic, 27; response, 24; syn- 

thesis of, 46 

Neural activity, 295 

Neural computations, 216, 302 
Neural net(s) 24-26, 32, 43, 45, 114, 

115; “action net,” 26, 27, 29, 63- 

64; adaptive, 37; cascaded, 28; 

hybrid, 26-27; interaction, 26, 50; 

structure and function in, 24, 125 

Neural synaptic contacts, 50 
Neuron(s), 24, 30, 32, 37, 39-41, 57, 

61, 114, 117-118, 298, 300; 

‘fanalog” characteristic of, 32; as an 

‘Integrating Element,’ 33; as recur- 

sive function computer, 179; com- 

puter, 303; degeneracy of, 95, 

digital characteristic of, 32; distri- 
bution of, 117; formal, 33; func- 

tional internal state of, 33; inter- 

nuncial, 297-298; McCulloch’s For- 

mal, 33-38, 45, 56; mean density of, 
57; number density of, 57; opera-: 
tional modality of, 32; pyramidal, 
61; “Sherrington,” 32; “Stevens,” 

32; transfer function of, 24, 181; 

‘““Weber-Fechner,” 32 

Neuronic delays, 41 

Neuropituitary (NP), 304 

Neurophysiologists, 295 

Neurophysiology, 296 
Newton’s equations of motion, 144 

Newtonian time, 143 

Nodal elements, 115, 2130, 133 

Noise, 15, 17, 134 

Normalized energy, 84 

Noun(s); definition paradigm for, 151 
Nucleus, 54; primordial, 43 

Number density of neurons, 57 
Numerical action matrix, 50 

Numerical computation, principle of, 
217 

Numerical interaction matrix, 48-49 

Nuremberg Funnel, 194 

Object, 265; changing, 259; constancy, 

260 

Observable states, 11 

Observed system — ‘“‘noise” in, 143
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Observer, 253, 263, 280; theory of, 

258 

Ommatidium, in crab’s cye, 48 

“One-bit,” 104 

Operation, rules of, 33 

Operational modality, 33 
Operator, 45 

Optical lesions, 289 

Optic tract, 48; nerve, 302 

Optical maser, 72 

Order, 5, 8-9, 11, 16-17, 22, 25, 83, 

195; environmental, 5; from disorder, 

14-15; from noise, 15, 17; from 

order, 14, 17; internal, 8; in system, 

10; maximum, 9; measure of, 9, 

108; relative, 89 

Organ(s), 20; motor, 297; of smell, 216; 

sensory, 297 

Organic molecules, 79, 82 
Organism, 113, 215, 238-240, 242, 245- 

246, 249, 267; as third order relator, 

262; nervous activity of, 268; regula- 

tory mechanisms in, 207; self-refer- 

ring, 185; surface distortions of, 240 

Organization; final state of, 136; func- 

tional, 253, 254; higher states of, 

113; increase of, 37; internal changes 

in, 96; initial state of, 136 

Output; activation probability, 39; ex- 
citation, 39; fiber, 33, 34, 39, 45; 

frequency, 40-41, 55; functions, 34, 

173; state, 37-38, 155-156, 158, 172 

Paradigm for regulation, 207 
Parallel computation, 48 

Parallel pathways - (connecting ele- 
ments), 28 

Parameter; functional, 122; structural, 

122 

Parker, G.H., 43 

Parser, 221-222 

Participatory crisis, 210 
Pask, Gordon, 5, 153, 154, 176 

Pattee, H.H., 76-77 

Perception, 192-193 

Perikaryon, 33, 61 

Periodic; action function, 53; action net, 

54; network(s), 27 

Perturbation, 45, 125, 278; random, 60 

Photo receptors, 289 

Photon, 72 

Photosynthesis, 79, 181-182 

Piaget, J., 260 
Pitts, W., and McCulloch, W.S., 65, 152 

Planck, Max, 213 

Planck’s constant, 84 

Poly peptide chain, 178 
Potential energy, 82 
Pribram, 93, 110, 124 

Primordial nucleus, 43 

Probability density function, 59, 85 
Probability distribution, factors which 

determine, 11 

Process/substance, 183 

Proprietory coordinates, 240, 242-244 
Proprioceptive sensors, 289 

Proprioceptors, 241 

Protein synthesis, 178 

Proton, 81 

Protozoa, 296 

Proximate fibers, 47 

Pseudopod, 141-142 

Psycholinguistics, 217 
Pulse duration, 40; frequency code, 179; 

interval in neuron, 181; universal, 

39 
Puzzle; ‘Smith, Robinson, Jones’ variety, 

218-219, 224 

Quality/Quantity, 199 

Quantum mechanical wave function, 83 

Quantum mechanics, 213 

Quastler, H., 11 

Question; illegitimate, 203; legitimate, 

203 

Question-Answering system (QA), 220- 

222, 225-227 

Random perturbations, 60-61 

Read-in/Read-out, 177 

Reality, 7; as we see it, 5 

Receiver, 50 

Receiving elements, 63 

Receptor(s), 28, 44, 51, 53, 216, 245, 

246; binary, 68; cell, 216, 302; cu- 

taneous, 47; element, 68; function, 

54-55, 57, 123; generalized, 26-27, 

32, 50; lateral, 303; sensory, 293;
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set, 53-54 

Receptor field - of element, 26, 29, 54- 

55, 68, 123 

Recursion, 261, 274 

Recursive; elements, 37; ex pression, 

274; function theory, 37; operator, 

46 

Reductionism, 206 

Redundancy, 9, 147 

Relation/Predicate, 194 

Relativity; principle of, 7, 307 

Relators, 262, 266; second order, 267; 

third order, 267 

Relays, intermediate, 32 

Relevance, 198 

“Reliability Through Redundancy,” 

principle of, 144 

Representative body sphere, 240 

Representors, 262, 266 

Respiration, 79, 181-182 

Response density, 57-60, 62, 132 

Response matrix, 48-49 

“Rest state,” 240 

Retina, 141, 200, 289, 293; mammalian, 

302; of vertebrates, 302 

RNA, 96, 178-179, 182 

Roberts, 130 

Rods, 134, 141, 200, 216, 289, 293, 

302 

Ruby, crystal, 72 

Rules; of connection, 33; of operation, 

33 

Russell, B., 35 

Schroeder’s constituents, 46 

Schrodinger, Erwin, 14-15, 17, 72 

Schrodinger’s wave equation, 84-85, 

183 

Science: hard, soft, 206 

Scientific method, 197; misapplication 

of, 196 

Scotoma, 289 

Sea-urchin, 43; spine, 44 

Second Law of Thermodynamics, 2-3, 

107, 207 

Self; reference, 248; replication, 185 

Selfridge, O.G., 177 

Seligman, Kurt, 233 

Semantics, 217; analizer, 221; compu- 

tations, 216; computers for, 220; 

content, 213; converter, 221; dis- 

tortion, 194; interpreter, 221-222; 

structure, 219 

Sensorium, 215 

Sensory; modalities, 216, 245, 247; 

motor interactions, 274, 290; spe- 

cificity, 245 

Sequential dependence, 110 
Shannon, C.E., 9, 68 

Shannon's; measure of redundancy, 86; 

measure of uncertainty, 85; theorem, 

144 

Sherrington, C.S., 32, 40, 55, 179; 

element, 42, 47; neuron, 32 

Shift register, 179 

Sholl, D.A., 57 

Signal flow, 4, 5 
“Silent majority,” 200 

Single state static equilibrium, 176 
Skinner, B.F., 166 

Solipsism, 306 
Sperry, 130 

State function, 157, 160, 161 

Static equilibrium, 163 
Steroids, 305 

“Stevens nevron,”’ 32 

Stimuli (us), 39, 43, 48-49; activity, 41; 

density, 57-60; distribution, 53; ef- 

ferent, 44; field, 67; matrix, 48-49; 

oscillating, 55; rotations, 53 

String molecules, 82 
Structure, 5; in environment, 8; 

matching, 75 

Surrealists, 232 

Synapse, 120, 290, 302; excitatory, 

302; inhibitory, 302 

Synaptic; delay, 45-47, 56; distribution, 

36-37; efficiency, 95; gap, 299-300, 

304-305; structure, 130; transmission, 

130
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Synaptic junction, 35, 38, 60; efficien- 

cy of, 96; facilitatory, 33-34, 40, 

50, 62; inhibitory, 33, 50, 62 

Synchronism, 33, 38, 40, 56 

Synchronous operations, 33 

Syntax, 217 

Synthesis, 79, 83, 185; of networks, 46 

Synthesizing molecules, 89 
Systems; closed boundary of, 8; cog- 

nitive memory, 222, 225-227; cumu- 

latively adaptive, 37; data storage, 

216; deterministic, 85, 201; digital 

computer, 217; disorganizing, 3, 4; 
energy distribution of, 83, 86; ener- 

gy function of, 87, 89; energy state 
of, 83; entropy of, 11, 21, 107, 113; 

environment of, 4, 134-135; fission, 

88; fusion, 88; geocentric, 7; geo- 

desic coordinate, 240; heliocentric, 

308; Information Storage and Re- 
trieval, 215, 237; isomorphic, 77; 

machine invariant, 220; maximum 

entropy, 86; measure of uncertainty 

in, 112; mechanical, 3; multistable, 

164; neural, 43; nor-linear, 206; ob- 

served, 143; planetocentric, 7; pre- 

dictable, 201; Question-Answering 

(QA), 220-222, 225-227; reaction 

time of, 162; remembering, 159; 

self-disorganizing, 4, 8; self-organi- 
zing, 2-5, 8, 10-13, 15, 17, 20, 89, 

111, 177; somatic, 57; storage, 173, 

236; thermodynamical, 3, 107; ur 

certainty of, 118, 254; user adap- 
tive, 220; venucentric, 7; visual: in 

cat, 57; in monkey, 57 

Taste buds, 216 

Tautology, 34 

Taylor, 53 

Teaching, 154 

Technocracy, 212 

Technology, 212 

Temporal reference, 143 

Tesselation, 174-175, computational, 

177, elementary, 176; linear, 185 

Thalamic relay nucleus, 57 
Thermodynamics, second law of, 2, 3, 

107, 207 

Threshold, 33-40, 42 

Threshold value, 32, 34-35 

Time, 140, 144; ephemeris, 143, 147; 

Newtonian, 143 

Time derivative, 11 

TIME magazine, 200 

Trace, 177 

Transfer function, 24, 42, 44, 60, 62, 

126-127, 130-131, 135 

Transformer, 221-222 

Translatory invariance, 53 

Transmission, 298 

Transition matrix, 30 

Transmitter, 50 

Transmitting elements, 63 

Transmitting layer, 50-51, 53; substan- 

ces, 299 

Triggered; fission, 83, 86-88; fusion, 

87-88 

Trivialization, 201; measure of, 202 

‘Truth Table,” 34, 39 

Ultimate Science, 258 

Uncertainty, 98, 111; initial, 135; 

measure of, 86, 107, 109, 112; 

maximum, 114, 135; single unit of, 

104 

Undifferentiated Encoding, principle 

of 293 

Unity, 9 

. Universal pulse duration, 39 
Universal Turing Machine, 208 
Universe; combined, 104; deterministic, 

99-100, 108; distinguishable states 
of, 98; entropy of, 106; equipro- 
bable states of, 101, 103-104, 106; 

finite, 2-3; independent, theory for, 
103; independent, uncertainty for, 

100; individual state of, 102; 

measure of uncertainty of, 100-101, 
104-105; probability for individual 

state of, 99; state of order of, 108- 

109; subjectless, 258; uncertainty 
in, 99, 108 

Unorganic oxides, 79 
Utley, Dr., 96 

Uxkill, J.V., 43 

Van der Waal, 80
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Varela, P., 262 

Venn diagram, formalized, 35 

Venucentric system, 7 

Verbs, closed heterarchial definition 

structure for, 152 

Verbeek, L., 37, 66 

Vision, binocular, 248 

Visual field, 289 

Von Foerster, H., 53, 69, 93, 95, 110- 
112- 130, 140, 151, 153, 173, 177, 

179-180, 181, 183, 194; “Theorem 

Number One,’’ 206; ‘Theorem Num- 

ber Two,” 206 

Von Hippel, A., 89 

Walker, 163 

Wallis’ computational algorithm, 266 
Wave-function, 84; electro-magnetic, 

293 

Weaver, 68 

‘“Weber-Fechner; element, 32; neuron, 

42 

Werner, 177 

Weston, P., 151, 217, 228 

Weyl, Dr., 2 

Whitehead, 35 

Wiener, Norbert, 207 

Withdrawal, 251, 268-269 

Wittgenstein, L., 34; Tractatus, 250, 

269 

Wittgenstein’s truth table, 35-36 
Word: objective, 259; subjective, 259 

Zygote, 117, 120


	OBSERVING SYSTEMS
	Preface Second Edition
	Preface First Edition
	Acknowledgements
	Contents
	INTRODUCTION by Francisco Varela
	PART I
	On Self-Organizing Systems and Their Environments
	Computation in Neural Nets
	Molecular Bionics
	Memory without Record
	Time and Memory
	Molecular Ethology

	PART II
	Perception of the Future and the Future of Perception
	The Responsibilities of Competence
	Technology: What Will It Mean to Librarians?
	Thoughts and Notes on Cognition
	Notes on an Epistemology of Living Things
	Objects: Tokens for (Eigen-)Behaviors
	On Constructing a Reality

	PART III
	Publications by Heinz von Foerster
	Publications by the Biological Computer Laboratory (Microfiche Reference)
	Index



